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G. P. Flach 
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North Carolina State University, 
Raleigh, NC 27695-7910 

An Adaptiwe Inwerse Heat 
Conduction Method With 
Automatic Control 
An adaptive sequential method is presented for solving the one-dimensional inverse 
heat conduction problem. The step size, order of parameterization, and amount of 
the step retained are variable and chosen automatically for each sequence such that 
optimal, stable results are obtained. A statistical analysis accounting for the sto
chastic error contributions from both the measured and initial temperatures is de
rived. Results from the statistical analysis are used to predict stability or instability 
for a given selection of parameters controlling the inverse method. Simulated ex
perimental applications using inexact data illustrate the practicality of the approach 
and the effectiveness of the automatic control criteria. 

Introduction 
The most effective inverse heat conduction methods have 

parameters that can be adjusted to suit the particular char
acteristics of a set of measured data. Examples are the number 
of future temperatures in Beck's method (Beck et al., 1985), 
the number of measurement times in the digital filter in the 
approach taken by Hills and Hensel (1986), and the regular-
ization parameter of Tikhonov and Arsenin (1977). The effects 
of such parameters on the deterministic and stochastic errors 
in the inverse solution have been quantified for severalmeth-
ods. However, quantitative criteria for automatically selecting 
optimal values of parameters without guesswork, expert user 
input, or prior knowledge are needed for practical application 
of inverse methods. Beck et al. (1985) summarize much of the 
work to date related to optimal parameter selection. 

In this paper, the optimization of a very adaptive sequential 
inverse heat conduction method for estimating time-dependent 
surface conditions of a one-dimensional region with temper
ature-dependent properties is investigated. The step size, order 
of parameterization, and step retention in the method are all 
variable from sequence to sequence. Three criteria are devel
oped for achieving optimal, stable results on a local basis. A 
statistical analysis is developed for the purpose of defining 
confidence bounds on the computed inverse results and pre
dicting the stability or instability of the sequential procedure 
for a given selection of the control parameters. The sequential 
inverse heat conduction method considered is conceptually 
most similar to Beck's sequential function-specification method 
(Beck et al., 1985), but is a generalization designed to allow 
much more flexibility so that more optimal results can be 
obtained. Primary emphasis is placed on achieving optimal 
results so computational efficiency is generally sacrificed with 
the present method. Results are given in two stages. First, the 
stability of the sequential procedure is investigated using results 
from the statistical analysis. Then, the effectiveness of the three 
automatic control criteria is demonstrated using simulated 
measured temperature data. 

Formulation and Inverse Solution Overview 
The inverse heat conduction problem considered involves 

determining the surface temperatures and heat fluxes at both 
boundaries of a one-dimensional slab with temperature-de
pendent thermal properties. The governing equations are 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
12, 1989; revision received August 31, 1990. Keywords: Conduction, Transient 
and Unsteady Heat Transfer. 

d_ 

dx dx 
= pcp(T) — 0 < x < L, t > 0 (la) 

at 

T=Mt); -k — 
dx •qdt) 

dT 
k— = q2(t) dx 

x=0 

x = L 

(lb, c) 

(Id, e) T=f2(t)\ 
ox 

T=T0(x) t = 0 (If) 
The boundary conditions f,(t) and qi(t), i = 1 or 2, are not 
to be interpreted as independent quantities; rather, given a 
surface temperature/;(t) there also exists a corresponding heat 
flux q,(t), and vice versa. The temperature-dependent thermal 
properties and initial temperature distribution are considered 
known while the surface conditions are unknown and to be 
estimated from interior temperature readings. Temperature 
sensors are assumed to be located at multiple spatial positions 
xk; k = 1, 2, . . . , NX. For each sequence of the calculations 
in the time domain, readings from these sensors are considered 
available at times t/, j = 1, 2, . . . , NT for a total of N = 
NX x NT temperature measurements. The measured tem
perature data for a given sequence are denoted as 

f, m f(xk, tj);i = 1,2, . . . ,N,k 
= 1,2, . . . ,NX;j = 1,2, . . . ,NT (2) 

where explicit reference to the particular sequence is omitted. 
Later, the procedure for specifying the input data for a se
quence is described. Since sequences overlap, some of the meas
ured data used in the current sequence are reused in the next 
sequence. The accuracy of the temperature sensors is assumed 
to be known in the form of a standard deviation value, of, i 
= 1, 2, . . . , N, associated with each temperature reading. 
The measurement errors are also assumed to be additive, in
dependent, and have zero means. Correlated errors can also 
be handled as outlined in the Appendix. 

The following deterministic analysis presents the basic mech
anism for estimating the unknown surface conditions from the 
measured interior temperature data. A subsequent statistical 
analysis estimates the effects of measurement error on the 
estimated results. Finally, criteria for automatically selecting 
the parameters controlling the sequential procedure are de
veloped. 

Deterministic Analysis 
Inverse heat conduction problems are mathematically ill-

posed in their initial formulations in the sense that existence, 
uniqueness, and stability of the inverse solution are not all 
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ensured. A successful solution of an inverse problem generally 
involves reformulation of the problem, resulting in an ap
proximate solution, which is well posed. Therefore, solution 
steps addressing the existence, uniqueness, and stability of the 
inverse solution are necessary to guarantee a well-posed so
lution. Keeping these points in mind, the present sequential 
inverse heat conduction solution is constructed in the following 
steps: 

1) Direct Solution: The solution to the equivalent direct heat 
conduction problem is obtained by using a finite difference 
scheme. 

2) Parameterization: A pair of the unknown surface con
ditions ifiit) or q\(t) and/2(0 or q2(t)) are parameterized by 
modeling these functions with linear 5-splines. 

3) Parameter Estimation: Parameter values that minimize 
a weighted least-squares norm are selected. The nonlinear al
gebraic set of equations is solved using the Levenberg-Mar-
quardt algorithm. 

4) Uniqueness Conditions: Conditions on the number of 
spatial and temporal temperature measurements are estab
lished that ensure uniqueness of the inverse solution. 

5) Stabilization: Smoothing or stability for the inverse so
lution is provided through the use of overspecified data. 

6) Sequential Procedure: The above steps are implemented 
in a sequential manner in the time domain. 

Function specification in step (2) is needed on a practical 
basis in order to reduce the problem to finite-dimensional 
parameter estimation. Existence of the inverse solution is guar
anteed by step (3); requiring the inverse solution to minimize 
a norm between the measured and estimated data, rather than 
make it necessarily zero, ensures a solution will exist. Unique
ness of the inverse solution is ensured in step (4) by determining 
discrete uniqueness conditions for the algebraic least-squares 
equations. Stability is obtained in step (5) by using overspec
ified data, i.e., fewer parameters than independent data. 

In the detailed inverse analysis that follows, estimation of 
the surface conditions for a single sequence of the calculations 
is initially considered and steps 1-5 are discussed in this context. 
Then, the integration of these steps into a sequential procedure 
is described. Therefore, the measured temperature data, T„ 
and initial temperature distribution for a particular sequence 

are initially considered known quantities and specification of 
these quantities is discussed later. 

Direct Solution. The equivalent direct heat conduction prob
lem is the same as equations (1) but with the boundary con
ditions considered known instead of unknown and the initial 
temperature T0(x) is replaced with t0(x). Since temperature-
dependent thermal properties make the problem nonlinear, a 
finite control volume formulation was selected for solving the 
direct problem. The thermal property values are lagged one 
time level and an adjustable weight 6 is given to successive time 
levels when approximating the time derivative. The numerical 
examples in the Results and Discussion section involve esti
mating surface temperature and for this case the following 
scheme results: 

*7-i + *?\ r ? + i i_ A7-i+2*7 + *?+Ar;,+1 

2Ax 

kf + k? ; + i 

2Ax 
r n+ 1 

; + i 

2Ax 

+ U-0) *7-l+*l 
2Ax TJ. 

k?_, + 2*f + *?+ A _,. A f + frf+i', „„ 
1 i + I ~ I * i+1 2Ax 2Ax 

= ipcp)lft(TT 77) (3a) 

(3ft) 

(3c) 

The weight 6 is chosen as 2/3 since this selection tends to give 
accurate results. 

Parameterization. Parameterization is accomplished by rep
resenting a chosen pair of the estimated surface conditions, 
i.e., /i(0 or qy(t) and f2(t) or q2(t), with piecewise linear 
segments. Linear B-splines are chosen to construct the con
nected line segments conveniently. Letting B(t) denote any one 
°f/i(0> <7i(0> fiit), or <?2(0. the fi-spline representation for / 
segments or spline intervals is 

b(t) = 6oBy(t)+ J2£jBj+l(t) (4) 
y = i 

b 

Bj(t) 
C 

CP 
cov 
& 

EC) 

f 
g 

k 
I 

L 
n 

N 

Nc 

= surface condition (i .e. , /1, 
fi, <7i> or q2) 

= fi-spline functions 
= covariance matrix defined 

by equation (A.2b) 
= specific heat 
= covariance 
= sum squared deterministic 

error in the estimated in
terior temperatures 

= statistical expected value 
operator 

= surface temperature 
= general function of p and 

to 
= thermal conductivity 
= number of spline intervals 
= slab thickness 
= total number of surface 

condition parameters 
= total number of tempera

ture measurements for a 
sequence 

= number of measured tem-

NT --

NX --

P = 

Q --
r -

S --

t --
T --

var = 
x = 
w = 

A'TOTAL = 

A ̂ RETAIN = 

peratures in common to 
successive sequences 

= number of temporal 
measurements for a given 
sequence 

= number of spatial meas
urement locations 

= composite surface condi
tion parameter vector 

= surface heat flux 
= autoregressive error model 

parameter 
= weighted least-squares 

norm 
= time 
= temperature 
= variance 
= spatial variable 
= weighting factor matrix 

defined by equation (6b) 
= sequence step size 
= portion of sequence re

tained 

a = 
8 = 

e = 

e = 

t*k = 

p — 
a = 
T = 

Subscripts 
0 = 

max = 
opt = 

Superscripts 
= 
= 

old = 
new = 

thermal diffusivity 
distance from surface to 
temperature sensor 
additive measurement er
ror 
finite difference formula
tion weighting factor 
Levenberg-Marquardt pa
rameter 
mass density 
standard deviation 
nondimensional time 

initial temperature distri
bution 
maximum 
optimal 

measured 
estimated 
current sequence 
next sequence 
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where the parameters 6j are the values of S{t) at the spline knot 
positions. Since S0 is the initial value of B(t), it is already known 
from the initial temperature distribution T0(x). The parameters 
bj,j = 1,2,. . . , /are to be determined. Thefi-spline functions 
Bj(t) can be easily evaluated through an efficient, stable re
cursion formula (de Boor, 1978, p. 131). If the surface tem
peratures / i (0 and f2{t) are parameterized through equation 
(4), for instance, then the composite parameter vector to be 
estimated is constructed by collecting both sets of spline coef
ficients as 

P = \P\, P-b • • • , Pn\T 

= [flU fll> • • • , fib flh fib- • • > fit) (5) 
where n = 21. The surface heat fluxes qi(t) and q2(t) are 
obtained as auxiliary quantities from the direct solution. Al
ternatively, qx(t) and q2(t) could be modeled with 5-splines 
and fi{t) and f2(t) obtained as auxiliary quantities, for 
instance. 

Parameter Estimation. A natural approach for selecting the 
estimated surface condition parameters, p, is to require the 
computed interior temperatures to match the measured tem
peratures as closely as possible for a given number of spline 
intervals. The weighted sum of squares norm, S, is formed as 

S(p) m (f - f (p) ) T w r w(f-f (p)) (6a) 

where 

V 0 . . . 0 ' 

w - ° ffjl .. i (66) 

. 6 . . . CJN\ 

The weighting factor matrix was chosen to minimize statistical 
uncertainty. Parameters minimizing equation (6a) satisfy the 
following system of nonlinear algebraic equations: 

dt7! T ~ -
— w r w[T-T] = 0 (7) 
dp J 

To solve equations (7), we choose the Levenberg-Marquardt 
iterative algorithm 

P*+1=P*+ fe'^w 0 , +likl\ ' ^ w r w ( f - f ) (8) 

where iik is a positive parameter. The derivatives are approx
imated by a forward finite difference formula using the direct 
solution. 

We have not extensively investigated convergence issues either 
analytically or numerically. For most practical problems, the 
temperature dependence of the thermal properties introduces 
only a mild nonlinearity and, since the inverse method is ap
plied in a sequential manner, a very good starting guess is 
available from the previous sequence. As a result, we have not 
observed difficulties with convergence. In fact, the thermal 
properties can be evaluated based on the initial temperature 
distribution of a sequence and assumed to be constant with 
time over that sequence to a good approximation and then the 
estimation is linear. 

Uniqueness Conditions. Implicit in the previous discussion 
of the least-squares equations is that the given measured tem
perature data are sufficient to define the estimated parameters 
uniquely. One obvious requirement is that the total number 
of temperature measurements should meet or exceed the total 
number of parameters: 

N=NXxNT>n = 2l (9) 

Since the boundary conditions at both surfaces are considered 
unknown, at least two measurement spatial locations are also 
required (Beck et al., 1985, Chap. 7): 

NX>2 (10) 

The number of readings required in the time domain is deter
mined simultaneously from equations (9) and (10). For ex
ample, with two temperature sensors the minimum number of 
temporal readings is NT = 21/2 = /. 

Stabilization. Several techniques can be chosen to stabilize 
or smooth the inverse solution including the use of overspec-
ified data, regularization, and digital filtering, among others 
(Beck et al., 1985). Overspecified data stabilization is chosen 
presently. That-is, the number of parameters to be estimated 
is reduced to a number less than the maximum allowable num
ber when smoothing is desired, i.e., n « N. Later the au
tomatic selection of the number of parameters is discussed. 

Sequential Procedure. The above analysis is implemented in 
a sequential manner in the time domain. The global surface 
conditions are estimated in steps over comparatively small 
intervals. Only a subset of the global measured temperature 
data is used in a given sequence. Only the beginning portion 
of the sequence results are retained. The next sequence starts 
at the end of the last retained point. Therefore, successive 
sequences overlap and some measured data are common to 
both sequences. The cutoff time between retained and rejected 
results in a particular sequence is restrained to occur at one 
of the data point times. The spatial temperature distributions 
are saved at all the measurement times during the sequence 
calculations since one of these distributions (to be defined later) 
will become the initial temperature distribution, T0(x), for the 
next sequence. Criteria for controlling the sequential procedure 
are developed after the following statistical analysis. 

Statistical Analysis 
Both the initial temperature distribution and the measured 

interior temperature data explicitly used in a given sequence 
contribute to the statistical uncertainty in the computed inverse 
results. The computed initial temperature distribution, f0(x), 
has stochastic error since it is computed from the previous 
sequence. In this section the combined effect of these two 
sources of error on the estimated surface temperatures and 
heat fluxes is derived from a linearized statistical analysis. First, 
the covariance matrix for an arbitrary function of the param
eter vector, p, and the initial temperature distribution, 7O(J»C), 
is derived. From this expression the variances of f(t), qi(t), 
f2(t), and q2(t) are obtained as special cases. In order to eval
uate these expressions, covariance matrices of the initial and 
measured temperatures are required; these matrices are derived 
last. 

General Covariance Matrices. In order to avoid working 
with a continuous function, we first generate an equivalent 
discrete parameter vector, which describes the estimated initial 
temperature distribution function, f0(x). In particular, a B-
spline series similar to equation (4) but in the x variable was 
created by interpolating the continuous function fQ(x). Let the 
resulting parameter vector containing discrete values of the 
continuous initial temperature distribution be denoted by T0. 

The surface temperatures and heat fluxes depend on the 
parameter values, f>, and the initial temperature distribution, 
T0. Let g denote a function of p and T0. Since the parameter 
vector itself, p, is computed from T and T0 we have 

g^g(p, f0)^g(p(T, fo)f0) (11) 

Alternatively, g could be viewed as a function of all the meas
ured temperature data up to and including the present sequence 
(in practice, the contribution of sufficiently early data is neg
ligible so only a finite portion of the previous data need be 
considered). This is the approach taken by Beck et al. (1985) 
and Hills et al. (1986), for example. Hills et al. (1986) also 
accounted for errors in the temperature distribution at time 
zero. We preferred the former approach since the uncertainty 
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in the initial temperature distribution being passed from the 
previous sequence to the current sequence is explicitly calcu
lated. Also, the latter viewpoint requires retracing through the 
inverse algorithm used in each of the previous sequences in 
some fashion in order to generate sensitivity coefficients with 
respect to the prior data. Since the present inverse method will 
subsequently be applied in a variable manner, keeping track 
of the specific algorithm used in each of the preceding se
quences adds an inconvenience, which can be avoided by con
solidating the uncertainty in the previous sequences into the 
uncertainty in the initial temperature. 

Since g is generally a nonlinear function of the parameters 
involved, we linearize the analysis by writing a truncated Taylor 
series for g. The resulting approximate covariance matrix for 
g becomes 

T dg r °g 
cov(g, g') = —f C0V(P, P ) -JT + 

dT0 dp 

—f cov(p, T0 ) -=r 
dp d l 0 

dg - -T dgT 

- p . cov(T0, T0) T~T 
3T0 ol0 

(12) 

Similarly, a truncated Taylor series is written for p and its 
covariance matrix becomes 

/« «7\ dP cov(p, P )= ^ p cov(T, T ) -^ + 

+ ^ _ c o v ( i 0 , r ) % -

3p .*, *,n d$T 

Wcov(r'To)W0 

dp / T *7\ dPT 

- f f cov(T0, T0) -zs-
olo d l 0 

(13) 

Furthermore, 

cov(p to)-- ^ c o v ( T , T0
r) + - ^ c o v ( T 0 , T0) 

d l 0 

and 

cov(f0, p r )=(cov(p, To7"))5 

(14) 

(15) 

Substituting equations (13)—(15) into equation (12) produces 

/- -T\ °§ f ° P /* * 7 \ ^ r , °P rr fA dPT 
cov(g, g ) = — r ^ covCT, T ) i r + ̂  covCT, To) ^ 

^cov(fo,r)f + ^ c o v ( f 0 , f 0 ^ ) | o 
6T0 

V 
aT0

r 

Ml 
3p 

--J* COV(f, to) + -» j COV(t0, to" 

al olo 

cov(T0, T
7) ̂  + cov(t0, to7) ^ 

dg 

df 
at0 

df 
dp 

agr 

+ T^T (cov(T0, T0)) „, 
olo d l 0 

(16) 

The Consider each of the components of equation (16). 
derivatives dg/dp r and d g / d t j are available from the direct 
solution by using a forward finite difference approximation. 
The covariance matrices involving the initial temperature dis
tribution, namely cov(t0, to ) , cov(t0, t7*), and cov(t, to ) , 
should be provided by calculations performed in the previous 
sequence. These quantities are considered known for the mo
ment and later expressions are derived to evaluate these co-
variances. However, the following expression, derived simi
larly to equation (16), is needed to do so: 

cov(g, t r ) = ^ [ J p covCT, tT)+ | ^ c o v ( t o , t 7 ) 

+ ^ Icov(t0, t 7 ) ) (17) 
dl 0 

Continuing, the covariance matrix of the measured interior 
temperatures, cov(T, t 7 ) , is known from the earlier assump
tions of additive, independent errors to be 

cov(T, T7) = 

a\ 0 
0 a\ 

6 

.0 

ON. 

(18) 

Finally, expressions are needed for computing the derivatives 
d p / d t r and dp/dto" appearing in equation (16). Implicit dif
ferentiation of the nonlinear least-squares equations, given by 
equations (7), and neglecting higher order terms, yields 

dtr~ 
dT 

dp 

dT 
— w w—f 

dp' 

dT' T 
— w w 
dp 

and 

dto7" 
dp dT 

~dtTd1:Z 

(19) 

(20) 

Much of the information needed to compute the above sta
tistical quantities can be gotten from the solution of the least-
squares problem. Namely, d p / d t r and all derivatives with 
respect to p are available based on the next to last iterate p*. 
The only additional quantities needed are the derivatives with 
respect to the initial temperature distribution t 0 . No attempt 
has been made to derive a more computationally efficient ver
sion of this statistical analysis for specific situations such as a 
linear problem. Substantial savings have been achieved for 
other inverse methods through reformulations of the original 
methods (Beck et al., 1985; Hills et al., 1986). 

Surface Condition Variances. The variances of the estimated 
surface conditions are obtained as special cases of equation 
(16). Typically the variances of the surface conditions are de
sired at several points in a sequence so that confidence bounds 
may be plotted. Let 6 denote any of the surface quantities/!, 
Ji, <?i, or q2 and b denote the desired vector of 6(t) values. The 
covariance matrix of b is a special case of equation (16) ob
tained by replacing g with b. Since only the diagonal elements 
are of interest we obtain 

var(b) = o | = diag[cov(b, b7)]. (21) 

Approximate confidence bounds on the mean response can 
then be constructed in the form 

Prob[b-2 .576a 6 <£ , (b )<b + 2.576ff6) =99 percent (22) 

by assuming the distributions involved are approximately nor-

j - poor functional form match 
2 
2 

<32>C5, 

good functional form match 

low optimal 

Number of parameters, n 

high 

Fig. 1 Schematic diagram illustrating the behavior of equation (32) in 
selecting an optimal number of parameters for variations in the data 
uncertainty and the sum squared deterministic error in the estimated 
interior temperatures 
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mal and recalling the earlier assumption that the standard 
deviations of the measured data are known. 

Initial and Measured Temperature Covariance Matrices. Still 
unresolved are the covariance matrices, cov(t0, to), cov(t0, 
t 7) and cov(t, to), which are needed by the next sequence in 
order to evaluate equation (16). Since cov(T, to) is the trans
pose of cov(to, T7), discussion is limited to the evaluation of 
cov(t0, t S and cov(t0, t

7 ) . First, we need to begin explicitly 
differentiating between the initial and measured temperature 
vectors for the current sequence and those for the next se
quence. Letting "old" and "new" denote the current and next 
sequences, respectively, the desired covariance matrices are 
cov(tS™, tgew T) and cov(tSew, tnew r), t 0 and t appearing in 
equations (16) and (17) are told and told, respectively. There
fore, 

cov(t3ew, tS™ T) 

= right-hand side of equation (16) with g replaced with tS™ 
(23) 

and 

cov(t0
n™, T8ld r) 

= right-hand side of equation (17) with g replaced with to™. 
(24) 

Equation (23) completes the determination of cov(to™, 
tS™ T), but equation (24) does not provide cov(tT, tnew T) 
as desired. 

Since successive sequences generally overlap, some of the 
old measured interior temperature data contained in told are 
reused in the next sequence. Therefore, if the last k elements 
of told form the first k elements of tnew then the last k columns 
of covCTS™, told r) become the first k columns of cov(TS™, 
to1™ T). Let this number columns in common to successive 
sequences be denoted Nc. The remaining columns of 
cov(t(j™, to™ T) contain all zero elements since the new ad
ditional temperature readings were not involved in the cal
culation of to™. This means there can be no statistical 
correlation between these quantities and their covariances must 
be zero. More explicitly, 

cov(t0
n™, t n ™ r ) = [covers™, t#d_„c+1), covets™, 1&LNc+A, 

. . . , cov(TS™, t#d), 0, . . . , 0) (25) 

where Nc is the number of measured temperatures in common 
to told and tn™ and N is the total number of readings in the 
current sequence. 

Automatic Control Criteria 
Three parameters must be selected for each sequence of the 

calculation: 
1 Â XOTAL = sequence step size. 
2 / = number of spline intervals in which to divide A^TOTAL. 
3 ArRETAIN = amount of the sequence step size to retain. 

The control parameter A/TOTAL defines the amount of future 
temperature data to use in a given sequence. The order of 
parameterization, /, sets the amount of smoothing being in
troduced. 

Step Size. Because the interior temperature is a damped and , 
lagged response to the surface conditions, "future" interior 
temperature data are necessary to estimate the current surface 
conditions, as is well known (Beck et al., 1985). The time it 
takes for the surface condition to affect the interior temper
ature significantly at a given temperature sensor position de
pends on the thermal diffusivity and distance from the surface. 
The nondimensional time is defined as 

where 5 is the distance from the surface to the sensor and a 
is a space-averaged thermal diffusivity. The longer the non-
dimensional time, r, the more complete is the information 
about the surface condition received at the sensor. Therefore 
the accuracy of the computed surface condition improves with 
increasing T. However, the computational effort increases also 
since more data and parameters must be processed. As a com
promise, T = 1 was selected. Setting T = 1 in equation (26) 
produces the. sequence step size as 

A/TOTAL = - (27) 

a 
For constant thermal properties and measurement sampling 
rate, the step size is constant, which means each sequence 
obtains the same amount of measured data regardless of the 
number of spline intervals or the proportion of the sequence 
results retained. Note that A/TOTAL approaches zero as 5 goes 
to zero or a becomes very large according to equation (27). 
In practice however, we are constrained by a finite data sam
pling rate so A/TOTAL must be at least as large as the time 
increment between data points. 

Order of Parameterization. In general, the computed inverse 
solution is not exact. Error is introduced in two ways. First, 
the true or exact inverse quantity cannot generally be resolved 
exactly when only a discrete amount of input data is given, 
even when such data are exact. This error is due to incomplete 
input information and is deterministic in nature. The deter
ministic error is defined to be the error when exact input data 
are used. A second source of error is introduced when the input 
data are inexact due to random measurement errors. The sto
chastic error augments the deterministic error to form the total 
error when inexact input data are used. In particular, the mean 
squared total error is the sum of the variance and the square 
of the deterministic error (Beck et al., 1985). Our objective is 
to select the order of parameterization such that the mean 
squared total error is minimized. Two basic approaches have 
been proposed for this purpose. 

The first method discussed is treated in detail by Beck et al. 
(1985). Applied to the present inverse formulation, the variance 
component of the mean squared total error is computed from 
expressions in the previous section. The deterministic com
ponent is estimated from test cases by generating exact sim
ulated temperature data, processing the data through the inverse 
method, and computing the squared deterministic error from 
its definition. After various nondimensionalizations and nor
malizations, general plots of the mean squared total error as 
a function of the order of parameterization for various levels 
of uncertainty in the measured data are constructed. The op
timal order of parameterization for a specified level of un
certainty in the data is the value that gives the minimum mean 
squared total error. Such optimization charts typically indicate 
that the optimal order of parameterization is in between the 
lowest and highest allowable values, reflecting a compromise 
between minimum variance and minimum squared determi
nistic error. Also, the optimal order decreases with an increas
ing level of uncertainty in the data. A weakness of this first 
method is that it is only as good as the assumed test cases used 
to estimate the deterministic error. Consider the following 
(reasonable) specific example. Suppose the surface condition 
is actually constant with time. For this case, the deterministic 
error is zero regardless of the order of parameterization and 
the mean squared total error is minimized by minimizing the 
variance. This is done by selecting the lowest order of param
eterization. In contrast, a generic optimization plot would typ
ically choose a larger value. 

A second basic approach for optimizing the order of pa
rameterization was proposed by Tikhonov and Arsenin (1977). 
The expected value of the weighted sum of squares norm for 
the measurement errors is 
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£ ,[(f-T)7"w rw(f-T)] = N (28) 
A reasonable requirement to impose is that the weighted sum 
of squares norm for the estimated errors should exhibit the 
same behavior: 

S(/0pt) = ( f - i ) r w r w ( f - f ) « N (29) 
The optimal order of parameterization is chosen as the value 
best satisfying equation (29). Murio (1985) and Flach and 6zi-
sik (1988) report good success using this criterion. Insight into 
the characteristics of this criterion can be gained by examining 
the expected value of S: 

E(S) =N+E[(t -E(f)) rw7 'w(t-E(f))] 

- 2E[(t-E(t))Ty/TY/e] + (£(f) - T) V w ( £ ( f ) - T) (30) 
The criterion given by equation (29) on average implies 

(E(t) -T)TwTy/(E(t)- T) = 2E[(T-E(t)f'wTY/e] 
-E[(t-E(t))TwTY/(f-E(t))] (31) 

The properties of equation (31) are most easily illustrated by 
considering the special case of no uncertainty in the initial 
temperature distribution T0 and constant variance errors. For 
this case equation (31) reduces to 

Z^op.) - (E(t) - T)T(E(t) - T) = nopto2 
(32) 

where D2 is defined as the left-hand side of equation (31) 
multiplied by cr2 and «opt = 2/opt. The left-hand side of equation 
(32) is the sum squared deterministic error in the estimated 
interior temperatures and depends on the order of parame
terization. The right-hand side depends on the order and on 
the uncertainty level of the measured data in the current se
quence and the estimated initial temperature. For exact input 
data the right hand side is zero. Figure 1 schematically illus
trates the behavior of equation (32). The solid lines indicate a 
base case for which the optimal order is the midrange as defined 
by the intersection of the solid lines. Note that as the uncer
tainty level in the data increases from a{ to a2, equation (32) 
dictates a lower order of parameterization, just as a generic 
optimization plot would. Also, note that as the deterministic 
error decreases from D\ to Z>2, the order decreases to com
pensate. Returning to the example of a constant surface con
dition for which the deterministic error is zero, observe that 
equation (32) dictates the optimal order to be the lowest al
lowable value (the desired result). Hence equation (32) takes 
into account the actual deterministic error rather than relying 
on a reference value as a generic optimization chart would. 
These observations pertain to setting the average value of S 
equal to N. A weakness of this second approach is that criterion 
(29) requires each particular value of S to equal N.IfS deviates 
significantly from its average, then the optimal order may not 
be achieved. 

In summary, both methods seek to minimize the mean 
squared error. Both methods correctly dictate a lower order 
of parameterization as the uncertainty level in the data in
creases. Both methods may fail to give optimal results. The 
first approach may fail if the actual deterministic error deviates 
significantly from the reference deterministic error. The second 
approach accounts for the actual deterministic error but may 
fail if the actual S deviates significantly from its average value. 
Fortunately for both methods, the mean squared error has a 
fairly flat minimum so there is a range of orders that gives 
acceptable results. The first method requires up-front com
putational costs in constructing the general optimization plot 
but is applied without need for iteration subsequently. The 
second method does not require up-front computations, but 
an iterative procedure is needed to satisfy criterion (29). More 
work is certainly needed toward refining both of these criteria 
and comparing their relative merits. 

Lacking a definitive choice between these methods, we se
lected the second approach since it appears to handle variations 
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Fig. 2(a) Normalized standard deviation of the surface temperature /, 
for zero temperature input data at increments of At = 0.025, 4 meas
urement times per sequence, 1 spline segment per sequence, and 1 
measurement time retained per sequence 
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Fig. 2(b) Estimated surface temperature U for zero temperature input 
data at increments of Af = 0.025, 4 measurement times per sequence, 
1 spline segment per sequence, and 1 measurement time retained per 
sequence 

in the deterministic error component better and is easy to apply. 
With this choice, the procedure is to start with the maximum 
number of spline intervals allowed by the uniqueness condi
tions given by equations (9) and (10). Typically, S(/max) < N 
so the number of intervals is reduced by one. The number of 
intervals is decreased by one until equation (29) is approxi
mately satisfied. 

Step Retention. The statistical uncertainty tends to increase 
with increasing time in a given sequence since fewer and fewer 
future data are available. Therefore, some portion of the com
puted results must be rejected and successive sequences there
fore overlap. One criterion for determining the amount of 
surface results to retain is based on monitoring the standard 
deviation of the surface condition of interest. The idea is to 
reject computed results that have a standard deviation ex
ceeding some desired, prescribed maximum value. The prac
tical implementation of this idea follows. For simplicity, we 
apply this criterion to only one of the surface conditions de
noted by B. 

First, we will monitor conditions only at a discrete number 

10 / Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



£ 3 0 -

Q 

Sequence intervals 

Time, t 

Fig. 3(a) Normalized standard deviation of the surface temperature A, 
for zero temperature input data at increments of Af = 0.025, 4 meas
urement times per sequence, 1 spline segment per sequence, and 3 
measurement times retained per sequence 
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Fig. 3(b) Estimated surface temperature !, for zero temperature input 
data at increments of Af = 0.025, 4 measurement times per sequence, 
1 spline segment per square, and 3 measurement times retained per 
sequence 

of points in a sequence, namely, at the measurement times. 
The measurement times for a given sequence are numbered 
consecutively from j = 1 to NT. Starting with y = 1 and 
advancing to NT, we in general retain up to the computed 
surface condition, Bj, until the standard deviation exceeds the 
prescribed maximum value, agiTnax. Sometimes even the first 
standard deviation exceeds <7£,max. In this case, if the next stand
ard deviation is still larger, only j = 1 is retained. If the next 
standard deviation is lower, then an additional portion of the 
surface condition is retained until the standard deviation in
creases. More specifically, we advance the retention cutoff 
point to the next measurement time in a sequence until one of 
the following stopping conditions is met or the end of the 
sequence is reached. 

Fory = 1: 

If <7«>ff5,rnax and 06J+l>os. then retain through y'= 1 (33a) 

For 1 < j < NT: 

If osj> as,,™ and oBj_, > OGJ and <jSj+, >osj 

then retain through j (336) 

If crfi >o£,max and ag._1<<T6-then retain through y — 1 (33c) 

For j = NT: 

If o-£y.>o-£,maxand CBj 
7-1 > as- then retain through y (33d) 

If o-£.>o-£,max and a$._l<as- then retain through y — 1 (33e) 

Note that at least one point in each sequence is always retained. 
There are two advantages to using the criterion specified by 
equations (33). First, only results having a statistical uncer
tainty below a desired level are accepted (if possible) and no 
such results are prematurely rejected either. Second, by mon
itoring the statistical uncertainty, unstable conditions are never 
allowed to persist for long; that is, conditions (33) ensure the 
stability of the sequential procedure. 

Results and Discussion 
First the stability of the sequential inverse heat conduction 

method is investigated using results from the statistical anal
ysis. Then two representative test cases, one with exact sim
ulated measurements and one using inexact measurements, are 
presented to illustrate the effectiveness of the automatic control 
criteria. In all cases, numerical results are given for the fol
lowing (nondimensional) conditions. We consider a slab with 
thickness, thermal conductivity, and heat capacity all equal to 
1.0. Two temperature sensors (NX = 2) are assumed to be 
located at x = 0.5 and x = 1.0. The sensor x = 1.0 measures 
the surface temperature at that boundary while the surface 
temperature and heat flux at x = 0 are to be estimated. 

Stability Considerations. Instability in sequential inverse 
methods has been observed during numerical experimentation; 
see Beck et al. (1985, pp. 179-181) for instance. The standard 
deviation of a computed surface condition is a measure of the 
sensitivity of the estimate to random errors in the input data. 
If the standard deviation is bounded, then the actual stochastic 
error in the computed surface condition will be effectively 
bounded. Therefore, the statistical analysis derived earlier is 
expected to provide insight into the stability of the inverse 
solution. 

For example, we considered temperature readings taken at 
increments of At = 0.025 and NT = 4 measurement times per 
sequence, which corresponds to a step size of A/TOTAL = 0.1. 
Exact simulated data and one linear spline segment (/ = 1) 
were chosen for each sequence. Here manual, as opposed to 
automatic, control of the parameter is being used so that the 
parameters can be set to predetermined, fixed values. The 
initial temperature distribution and all measured temperatures 
are taken to be exactly zero. Although no measurement errors 
have been introduced, insight into the inherent error propa
gation characteristics of the sequential procedure can be gained 
by computing the standard deviation of the surface temper
ature normalized with respect to the standard deviation of the 
measured data. 

Figure 2(a) illustrates the normalized standard deviation in 
the estimated surface temperature at x = 0 when computed 
results up to the first measurement time in each sequence are 
retained (A?RETAIN = 0.025). The covariance matrix of the 
initial temperature at / = 0 was assumed to be zero so the 
normalized standard deviation starts off zero in the first se
quence. The normalized standard deviation increases from zero 
for t > 0, reflecting a propagation of random errors (if present) 
in the measured interior temperatures for the first sequence. 
The initial temperature distribution for the second sequence 
is computed from calculations in the first sequence; therefore, 
it propagates any random errors present in the first sequence. 
As a consequence, the normalized standard deviation of the 
surface temperature at x = 0 is not zero at the start of the 
second sequence. Effectively, stochastic error from the pre
vious sequence augments stochastic error already being intro-
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Fig. 4 Estimated surface temperature /, for a step input exact surface 
temperature, exact measurements taken at increments of At = 0.025, 
and automatic control of the sequential procedure. 

Fig. 5 Estimated surface temperature ?, for a step input exact surface 
temperature, inexact measurements with a = 0.01 taken at increments 
of At = 0.025, and automatic control of the sequential procedure 

duced from the measured data in the current sequence if inexact 
data are used. Eventually however, the average normalized 
standard deviation levels off at a stable value. This indicates 
the stochastic error is bounded and a stable inverse solution 
is expected when inexact data are used. To test this hypothesis 
we added normally distributed, zero mean, constant variance 
errors with a = 0.01 to the above input data. The resulting 
computed surface temperature,/,^), is shown in Fig. 2(b). The 
computed results contain error due to random errors in the 
input data, but the important observation is that these errors 
are bounded and the estimation procedure is stable. The sample 
standard deviation of/, for 0.2 < t < 1.0 is 0.026, while the 
expected value from Fig. 2(a) is about 0.01 x 2.2 = 0.022. 
The sample value is consistent with the expected value at a 95 
percent confidence level. 

In contrast, consider Figs. 3(a) and 3(b), which are for the 
identical conditions as Figs. 2(a) and 2(b) except that results 
up to the third measurement time in each sequence are retained 
(ABSTAIN = 0.075). The standard deviation in Fig. 3(a) grows 
unbounded, as does the actual computed surface temperature 
shown in Fig. 3(b). Obviously, this selection of the parameters 
controlling the inverse procedure results in an unstable inverse 
solution. From results such as those shown in Figs. 2 and 3, 
we conclude that the statistical confidence bounds can be used 
to predict the stability or instability of the sequential procedure. 

Representative Applications. Now examples are presented 
primarily for the purpose of illustrating the effectiveness of 
the three automatic control criteria. An exact surface temper
ature at x• = 0 in the form of a step input is chosen as shown 
in Fig. 4. The exact surface temperature at x = 1.0 is chosen 
as zero. Overall stabilization is added by setting a,- = 0.01 in 
the evaluation of S in equation (29). The maximum allowable 
standard deviation value is chosen as ir/imax = 0.05. Computed 
results using exact simulated temperature data are illustrated 
in Fig. 4. Since exact data were used the discrepancy between 
the exact and estimated curves is the deterministic error. Sto
chastic confidence bounds based on a-, = 0.01 are also illus
trated in Fig. 4 only to indicate the amount of sensitivity present 
in the computed results; there is no actual stochastic error since 
exact measurements were used. Also shown schematically in 
Fig. 4 are the sizes of the sequences and the number of spline 
intervals in each sequence. Figure 4 represents the best single 
example for illustrating the average behavior of the control 
criteria we could conceive. 

The important observation from Fig. 4 is how the sequential 
procedure is automatically adjusted from sequence to sequence 

to give optimal local results. First, the sequence step length is 
kept nominally constant so that the same, sufficient amount 
of information is received by each sequence regardless of the 
number of spline intervals, the amount of calculations retained, 
etc. Second, note that the number of spline intervals or order 
of parameterization is low where there is low curvature in the 
exact surface temperature and vice versa. Effectively, a large 
amount of smoothing is being used to reduce the stochastic 
error whenever the deterministic error would not by unduly 
increased. Third, observe that a larger proportion of each 
sequence is retained when the order of parameterization is low 
since the sensitivity is lower due to fewer parameters. That is, 
the maximum amount of accurate results is retained but no 
inaccurate results are retained, if possible. Also, we point out 
that the stability of the inverse solution is guaranteed since the 
criteria given by equations (33) will not let the standard de
viation grow unbounded as is the case for instability. 

A second case was prepared under identical conditions as 
in Fig. 4 except that simulated normally distributed, zero mean, 
constant variance measurement errors with a, = 0.01 were 
added to the exact temperature distribution. The results are 
shown in Fig. 5 and are similar to those in Fig. 4. The stochastic 
error augmenting the deterministic error is evident. The par
ticular set of simulated errors selected for this example is in
teresting in that it clearly illustrates a situation for which 
criterion (29) fails to give an optimal result. For the first se
quence, the deterministic error is zero as can be seen from Fig. 
4. Ideally, one spline interval would be chosen since one interval 
is sufficient to model the true surface temperature exactly and 
would give the minimum variance. Instead, criterion (29) se
lected five spline intervals because the value of S(l) for the 
first sequence happens to be much larger than the average due 
to the particular set of measurement errors involved. The de
terministic error is again zero towards the end of the transient. 
Here criterion (29) performs better by selecting a low order of 
parameterization. The confidence bounds shown in Fig. 5 ac
count for stochastic error but neglect deterministic error; there
fore, the confidence bounds are not accurate relative to the 
exact solution around t = 0.25. Also note that the confidence 
bounds are large near the end of the simulation since "future" 
temperature data were not available for t > 1.0. 

The inverse solutions shown in Figs. 4 and 5 required 982 
and 1725 cumulative evaluations of the direct solution, re
spectively. Several aspects of the inverse methodology con
tributed to the total number of function evaluations. The 
Levenberg-Marquardt method was set up for solving a general 
nonlinear problem 0*i nonzero) so iterations were required even 
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though the example problems are linear. Criterion (29) required 
an iterative procedure for selecting the optimal number of 
spline intervals for each sequence. The statistical analysis re
quired additional function evaluations over those required for 
the parameter estimation in order to evaluate derivatives with 
respect to T0. 

Conclusions 
A new variable-order, variable-step sequential method has 

been presented for solving the nonlinear one-dimensional in
verse heat conduction problem. The control criteria developed 
to optimize the method automatically and ensure stability give 
promising results. More work is needed in developing a more 
computationally efficient version of the approach and in re
fining the optimization criteria. 
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A P P E N D I X 

Two modifications are needed to the statistical analysis de
veloped for independent errors to treat the case of correlated 
errors. Specifically, cov(f, T7) given by equation (18) and 
cov(T|fw, Tnew T) given by equation (25) need to be generalized. 
Rather than trying to present a completely general analysis 
designed to cover any conceivable correlation model, we prefer 
to consider an illustrative specific example. Suppose we have 
two sensor locations with the measurement errors correlated 
in time according to the steady-state, first-order, autoregressive 
error model defined by 

6,-= /•£,•_i + M,-; e0 = 0; rL<1 (A.la, b, c) 

E(Ui)=0 

0 i*j 

E(UjUj) = 
l-r2 

u 
i = y = i 

/=yVl 

(A. Id) 

(A.le) 

If the temperatures are grouped by location and ordered se
quentially in time when constructing T, the first covariance 
matrix becomes 

|"1 r r2. . 
C O] r 1 r 
0 C ' r2 r 1 

cov(T, tT) = <? (A.2a, b) 

where o2 = o\/{\ - r2). The first Nc columns of the second 
covariance matrix remain the same as given by equation (25). 
The remaining columns are obtained by recursively applying 
the formula 

cov(ffT, Tj+,) = r cov(f Sew, Tj) (A.3) 

at each sensor location where 7}+1 and 7) are successive tem
perature readings at the same location. The calculation starts 
with Tj equal to the last temperature in fold at the sensor 
location of interest. 
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Comparative Studies on Nonlinear 
Hyperbolic and Parabolic Heat 
Conduction for Various Boundary 
Conditions: Analytic and 
Numerical Solutions 
With the advent of lasers with very short pulse durations and their use in materials 
processing, the effect of thermal wave propagation velocity becomes important. 
Also, localized heating in laser-aided materials processing causes significant varia
tions in the material properties. To account for these two effects, hyperbolic heat 
conduction is studied in this paper by considering all the thermophysical properties, 
except the thermal diffusivity, to be temperature dependent. The resulting nonlinear 
hyperbolic equations are linearized by using Kirchhoff transformation. Both ana
lytical and numerical solutions are obtained for finite domains. Results are presented 
and compared with parabolic conduction results. 

Introduction 
Thermal analysis is indispensable in materials processing. 

Processes such as annealing, cladding, cutting, and drilling 
involve heat transfer, which may set up thermal stress in the 
materials or alter its microstructure. When the heat flux or the 
temperature involved in the heat transfer process is not very 
high, or the phenomena occurring at a time scale smaller than 
the thermal relaxation time of the material are not of interest, 
the conventional parabolic heat conduction equation can be 
used. In conventional materials processing, the parabolic heat 
conduction equation is adequate to model heat transfer in the 
material because the temperature gradient involved in such 
processes is moderate. Recent developments in laser technology 
have drawn a lot of interest in using lasers for materials proc
essing such as cladding, drilling, and cutting. In these types 
of process, laser energy is deposited on a small area of the 
material over a short duration and thus the material is subject 
to a very high temperature gradient. Under this condition, the 
finite speed of heat propagation becomes important. Also, the 
thermalization time during laser annealing of some of the sem
iconductor materials such as silicon is about one picosecond 
(Lietoila and Gibbons, 1982). For such processes, the hyper
bolic heat conduction equation can shed light on the transient 
heating phenomena over a few nanoseconds for better under
standing of localized material modifications. 

At very low temperatures near absolute zero, thermal waves 
have been observed (Peshkov, 1944; Bertman and Sandiford, 
1970) to propagate at finite speeds. In 1940, Tisza predicted 
small heat-propagation rates in liquid helium II (Atkins, 1959). 
Peshkov (1944) determined these values experimentally. He 
referred to the phenomenon of propagation of thermal waves 
as "second sound" because of the similarity between the acous
tic waves and the thermal waves. Since these findings, there 
have been a lot of theoretical studies to accommodate the finite 
propagation speed of thermal waves. 

Many investigators (e.g., Boley, 1964) have pointed out that 
the parabolic formulation of heat conduction implies infinite 
propagation velocity of thermal disturbances. To account for 
the finite propagation velocity of thermal waves, Morse and 
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Feshbach (1953) argued heuristically and postulated that the 
damped hyperbolic equation should be the correct heat con
duction equation. From kinetic considerations, Maxwell (1867) 
and later Vernotte (1958) and Chester (1963) proposed a mod
ified Fourier law of heat conduction. According to this mod
ified law, the heat flux equilibrates to the imposed temperature 
gradient via a relaxation phenomenon. Because of the quali
tative nature of the arguments used by these investigators, 
Weyman (1967) and Taitel (1972) obtained an expression for 
the modified Fourier law via random walk model. Simons 
(1972) used the Boltzmann equation to obtain the modified 
Fourier law. He also pointed out that the actual heat conduc
tion in a medium is governed by a set of equations of increasing 
complexity. 

Using the modified Fourier law of heat conduction, the 
conservation of energy equation is transformed into a hyper
bolic partial differential equation. This hyperbolic equation 
becomes the governing equation for heat conduction when the 
propagation velocity of thermal waves is finite. It can be found 
in the literature that this hyperbolic heat equation has been 
solved for various physical situations. Baumeister and Hamill 
(1969) solved it for a semi-infinite medium using the Laplace 
transform. Taitel (1972) used the Laplace transform to solve 
it for a finite medium. Vick and Ozisik (1983) studied the 
growth and decay of a thermal pulse in an infinite medium 
using the integral transform technique. Using this technique 
together with the Green's function, Ozisik and Vick (1984) 
also examined the propagation and reflection of thermal waves 
in a finite medium. The hyperbolic heat conduction has also 
been formulated in terms of the heat flux by Frankel et al. 
(1985). They solved the governing hyperbolic heat flux equa
tion using the Green's function. A solution for the hyperbolic 
conduction with surface radiation was obtained by Wu (1988, 
1989). He used the Laplace transform to obtain an analytical 
solution for the case of specified surface temperature. Sub
sequently, a nonlinear Volterra integral equation of the second 
kind is derived to satisfy the radiation condition. The method 
of successive approximations is used to solve the nonlinear 
integral equation. Glass et al. (1985) used MacCormack's 
method to solve the hyperbolic heat conduction problem. Also, 
Glass et al. (1986) solved numerically the hyperbolic heat con
duction problem with temperature-dependent thermal con
ductivity for a semi-infinite slab. Tamma and Railkar (1988) 

14 / Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Copyright © 1992 by ASME
Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



applied the transfinite element method to solve a class of one-
dimensional hyperbolic heat conduction problems. The essen
tial idea combines transform methods and Galerkin schemes 
with specially tailored elements to track the discontinuity ac
curately. 

With regard to the application of hyperbolic heat conduction 
equation to problems of practical interest Chan et al. (1971) 
examined the effect of finite propagation velocity of heat on 
the temperature rise of crystallites in exothermic catalytic re
actions. They have presented interesting results that cannot be 
predicted by the parabolic heat conduction equation. Maurer 
and Thompson (1973) studied non-Fourier effects at high heat 
flux. They concluded that for heat fluxes of the order of 107 

W/cm2 or greater, the effect of hyperbolic heat conduction is 
significant. In laser processing (such as cutting, welding, or 
drilling) of materials, high heat flux is often encountered. A 
laser beam of diameter 0.2 mm and power 10 kW will give rise 
to high heat flux of the above order. Under such conditions, 
as pointed out by Maurer and Thompson (1973), any design 
of structural integrity based on the classical parabolic heat 
conduction model may fail due to thermal shock. Also, it 
should be noted that the heat flux is not proportional to the 
temperature gradient in the hyperbolic case when the speed of 
the thermal wave is finite in contrast to the infinite speed 
assumed in the parabolic case. This has been a source of con
fusion in using hyperbolic heat conduction with specified heat 
flux boundary condition. As pointed out by Maurer and 
Thompson (1973), and later by Frankel et al. (1985), Brazel 
and Nolan (1966) formulated the problem with heat flux 
boundary conditions incorrectly for finite speed of heat prop
agation. 

This paper presents analytic and numerical solutions for the 
hyperbolic heat conduction equations with temperature-de
pendent thermal conductivity, heat capacity, and density while 
the thermal diffusivity is considered to be constant. The non
linear equations are linearized by using the Kirchhoff trans
formation and analytic solutions are obtained by using 
separation of variables and Laplace transform techniques. Nu
merical solutions are determined by using the method of char
acteristics. A generalized boundary condition is formulated so 

that all three types of boundary condition (temperature, heat 
flux, and convective conditions) can be handled. Results are 
obtained with linear temperature dependence of the thermal 
conductivity. 

Mathematical Analysis. The hyperbolic heat conduction 
equation becomes nonlinear when the material properties, such 
as density, specific heat, and thermal conductivity, are con
sidered to be temperature dependent. However, the thermal 
diffusivity varies with temperature slower than the thermal 
conductivity for most materials. In this study, we assume that 
the thermal diffusivity is independent of temperature. Because 
of this assumption, the nonlinear hyperbolic heat conduction 
equation can be linearized by using the Kirchhoff transfor
mation (Carslaw and Jaeger, 1986; Ozisik, 1980): 

Tf = \ k(T)dT 
J T* 

(1) 

Before applying this transformation to the governing equa
tions, let us define the following dimensionless variables: 

x = x*/a, 

t = t*/r, 

Ti = Tt/T*, 

q = q*a/krT*, 

52 = a/(ac) 

(2a) 

(2b) 

(2c) 

(2d) 

(2e) 

Here TC is the characteristic time for the diffusion of heat, 
which is defined as a2/a. The dimensionless variable <52 is called 
the Veron number (Luikov, 1980). It is a ratio of the thermal 
diffusion speed to the speed of thermal wave in the medium. 
With these dimensionless quantities and the transformation 
(Eq. (1)), the energy conservation and the constitutive law can 
be, respectively, rewritten as 

dt ' 
dq 
dx 

(3) 

and 

Nomenclature 

a = width of the medium 
bh2 = parameters for the general

ized boundary conditions; 
see Eq. (11) 

Bi, 2 = Biot number; see Eqs. (11) 
and (12) 

c = thermal wave propagation 
speed in the medium 

CP(T*) = temperature-dependent spe
cific heat 

d\,i = parameters for the general
ized boundary conditions; 
see Eq. (12) 

k(T*) = temperature-dependent ther
mal conductivity 

kr = thermal conductivity at the 
reference temperature 

q* = heat flux 
q = dimensionless heat flux = 

q*a/(krT?) 
q0 = dimensionless heat flux at x 

= 0 
qa = dimensionless heat flux at x 

= 1 

7 + 

t* time variable 

t 

T""* 

T 

Tt 
K 

Tf 
T% 

To 

Ta 

X* 

X 

a 
S2 

\-,~ 
e*. 

e 

= dimensionless time variable 
= t*/Tc 

= temperature 
= dimensionless temperature 

= T*/T* 
= transformed temperature 
= dimensionless transformed 

temperature = Tf/T* 
= reference temperature 
= temperature at x* = 0 
= dimensionless transformed 

temperature at x = 0 
= dimensionless transformed 

temperature at x = 1 
= space variable 
= dimensionless space variable 

= x* /a 
= thermal diffusivity 
= Veron number = ct/(ac) 
= parameterization variables 
= temperature coefficient of 

thermal conductivity 
= dimensionless temperature 

f+,- = 
P(T*) = 

T = 

Tc = 

Subscripts 
A = 

B = 

P = 

P+ = 

P = 

coefficient of thermal con
ductivity = e*7? 
characteristics directions 
temperature-dependent den
sity 
thermal relaxation = a/c2 

characteristic thermal diffu
sion time = a2/a 

location of node for right-
hand side boundary calcula
tion; see Fig. 1 
location of node for left-
hand side boundary calcula
tion; see Fig. 1 
intersection of the two 
characteristics at the next 
time step; see Fig. 1 
intersection of f+ character
istic at the current time 
step; see Fig. 1 
intersection of £_ character
istic at the current time 
step; see Fig. 1 
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H dt ' dx 
(4) D„ = 2 (~iyra-r0 

nirF,f„(0) + g„(0) 

Temperature Dependence of Thermal Conductivity. Al
though the Kirchhoff transformation is applicable for any 
k(T*), one has to introduce a particular expression for k(T*) 
in order to determine the temperature from the transformed 
variable, T\. In this paper, we assume that k{T*) varies linearly 
around some reference temperature 7?. This implies that the 
product p(T*)Cp{T*) also varies linearly with T*. Then one 
can write 

k(T*) = k? {l + e*(T*-T*)} (5) 

By using Eq. (1), the transformed temperature T* can be writ
ten as 

1 <*l2 77 = (T* -T*) + -e*(T*- T*y 

Here e* is the temperature coefficient of thermal conductivity. 
Defining a dimensionless e by 

e = e*T* 

and using the dimensionless variables defined in Eq. (2c), the 
transformed temperature can be written as 

T^iT-V + ^eiT-l)2, (6) 

and the inverse of this transformed temperature is given by 

T=l + 
- l + ( l + 2 e 7 Y ) L 

(7) 

It should be pointed out that the above transformation (Eq. 
(6)) is applicable over the ranges r > 0 for e > 0 and 0 < r < 1 - 1 / 
e for e<0. 

Analytic Solutions. Analytic expressions for the temper
ature distributions due to hyperbolic heat conduction are ob
tained for three cases by considering the initial and the boundary 
conditions constant. 

Case 2—Fluxes Specified at Both Ends. The boundary and 
initial conditions in dimensionless form are: 

q(0,t) = q0, q(l,t) = qa, T,(*, 0) = 0, ^ ^ ° > = 0. 
at 

Under these conditions, the hyperbolic heat conduction equa
tion is solved by the separation of variables technique, and 
then T\{x, t) is determined to be 

r,(x, t)= -(qa-q0)t- JT| D„\„ cos (k,MF„Gn(t) + Hn(t)] 

(9) 

Here 

G„(t)=\ e-<'/ls2f„(t')dt', 

HM-- Jo 

lib1 

gn(t')dt', 

and F„,f„{t), g„{f), and X„ are the same as those defined in the 
context of Eq. (8). 

Case 3—Temperature Specified at x = 0 and Flux Specified 
at x = 1. The boundary and initial conditions in dimen
sionless form are: 

7\(0, t) = T0, q(Ut) = qa, Tfc, 0) = 0, ^ <*• 0) = 0. 
at 

For this case, the method of Laplace transform is used by 
considering Eqs. (3) and (4) as two coupled first-order linear 
partial differential equations and T^x, t) is found to be 

o° 2 

r , fcO=7 ' 0 2(- i r l 2»AO 
n=\ (=1 

Case 1—Temperatures Specified at Both Ends. The 
boundary and initial conditions in dimensionless form are: 

Tx{Q,t)=T„ T,(\,t)=T„ Tt(x, 0) = 0, -^<*'"> = 0 

Under these conditions, the hyperbolic heat conduction equa
tion is solved by using the separation of variables technique 
and the solution is found to be 

T,(x, t)=T0 + (Ta- T0)x+ 2 e~'m2 [FJn(t) 

where 

f„{t)= sin 

g„(t)= cos 

fn(t)= exp 

g„{f) = exp 

(452X2-1)' /2 

2S2 

(452X2-1)1 / 2 

252 

(1-432X2)' /2 

252 

(1-432X2)1/2 

282 

+ g„(t)]D„ sin (\,pc) (8) 

for 5X„>l/2 

for <5X„<l/2 

/ „ ( 0 = 1 

g„(t) = t 

X„ = mr, n= 1, 2, 

forSX„=l/2 

F„ = 
25^(0) -g„(0) 

' 2b2tt(0)-fM 

+ QaJ](-iy~[ 2>,„(x, 0- (10) 

For /' = 1, 2, we have 

„(x, t) = u{t-t)in{x)) \e .-vtoWm* 

" 85 4 J . , 
/26 2 

dt'e-' m
 L/o(ft)-/2(fr)]! 

"•),„ (x) J 

mn(x) = 2o{n-2 + i)-{-\)<hx, 

„ (t'2-vl(x))W2 

Pi~ 252 

Here u(t-r\in(x)) is the unit step function, and IQ(f3i), hd^d are 
the modified Bessel functions of the first kind of order 0 and 
2, respectively. 

For i = 3, 4, we have 

din(x, t) = u(t-ru„(x)) 

2hl 
Vinix) (1+rii„(x) 

45" H 
e ^X)m2 \vln(x} + (t-Vin(x)) 

„-t' m2 

dt'(t-t') 
,(*) 8<54 Vin(x) 

I /o(ft) - hWd) - ^ j W,) - \ hm + \ W) 

Vin(x) = 8(2n-l)-(-iy5x 
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>?/„(*)=-(-1)'<5 

ft = 
it'2 -vl(x))W2 

28l 

and 74(/3,) is the modified Bessel function of the first kind of 
order 4. 

It should be pointed out that Eqs. (8), (9), and (10) are the 
solution for the transformed temperature. The original di
mensionless temperature (T) can be obtained by using Eq. (7). 

Numerical Solution. The method of characteristics (Wig
gert, 1977) is used to solve the governing Eqs. (3) and (4). A 
generalized boundary condition is used. 

We write the boundary conditions as 

a t x = 0 

at x=l 

b1g = Bil(b2T-TS/T*), 

dlq=-Bi2(d2T-Tg/T*) 

(11) 

(12) 

It can be seen from Eqs. (11) and (12) that all three types 
of boundary conditions are specified by assigning different 
values to bu Bii, b2, T^/T*, du d2, and Bi2. For instance, the 
temperature condition at x = 0 can be obtained by setting bt 

= 0, Bi] = 1, b2 = 1, and T Q / 7 7 to the specified temperature. 
These values for various boundary conditions are tabulated in 
Table 1. The variable T appearing in Eqs. (11) and (12) is the 
dimensionless temperature and is a nonlinear function of the 
dimensionless transformed temperature Tx. For the case of 
k(T*) varying linearly with temperature, T can be expressed 
as a function of Tx as given by Eq. (7). 

According to Eqs. (1), (2c), (2d), and (3), the initial con
ditions may be expressed as 

r , = 0 (13) 

and 

q = 0 (14) 

Method of Characteristics. A schematic diagram of the 
computational grid is given in Fig. 1. This grid is chosen ac
cording to the characteristic directions so that the Courant 
stability conditions (Wiggert, 1977) are satisfied. 

Following Wiggert (1977), the compatibility condition may 
be written in finite difference form as 

5(<7„ 
1 

-qp+) + (Tlp-Tp+) + ̂ (qp + qp+)Ax=0 (15) 

Table 1 Numerical values of parameters for various boundary condi
tions 

atx = 0 

Condition Type 

Temperature 

Flux 

Convective 

Condition Type 

Temperature 

Flux 

Convective 

bi 

0 

1 

1 

a t x = 1 

di 

0 

1 

1 

b2 

1 

0 

1 

d2 

1 

0 

1 

Bii 

1 

% 

Bii 

Bi2 

1 

% 

Bi2 

TJ/T* 

TSj/T? 

1 

rjr* 

T*0lfT*r 

Tj/T* 

1 

Tj/T* 

8(qp-qp.)-(Tlp-Tp.) + ̂ (qp + qp^)Ax = 0 (16) 

The simultaneous solutions of Eqs. (15) and (16) provide the 
expressions for the interior temperatures and fluxes, 

(qP+-qP-) [8 
Ax 

Ax 

+ Tp+ + Tp 

(QP+-QP-) ( 6 - ^ r ) + TP+-T,-

(17) 

(18) 
"*" (25 +Ax) 

Depending on the types of boundary condition, Eqs. (11) and 
(12) will in general involve both Tand q. An additional equa
tion from the compatibility condition along f_ or f + char
acteristics for the x = 0 or x = 1 boundary, respectively, is 
required to satisfy the boundary conditions. 

At x = 0, the compatibility condition along f_, Eq. (16), 
can be combined with the boundary condition, Eq. (11), by 
eliminating q. 

A nonlinear algebraic equation for Tx is obtained: 

b^(-h-X4\^(b2T-T« 
T* 

XB 

= \T>B+[~8 + -f)qB 
(19) 

Similarly, at x = 1, we can obtain a nonlinear algebraic equa
tion for r , , 

d,T, 8 + 
\-xA Bi2 \d2T-^ 

= [TU+16-
l-xA qA ) d, (20) 

A Newton-Raphson iteration is employed to solve for Tt. q 
is then given by 

TlB-Tl + - 5 + xB 

<7 = " 

and 

Tu-Tl + 

Xg 

\-xA 

•at x = 0 (21) 

qA 

8 + 
l-xA 

at x= 1 (22) 

It should be pointed out that for a given type of boundary 
condition, the initial temperature and/or heat flux at the 
boundaries can be calculated by using Eqs. (19)-(22) in the 
limit of xA and xB going to one and zero, respectively. 

Fig. 1 Schematic diagram of the computational grid for the method of 
characteristics 
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Table 2 Temperature field for Case 3 at t = 0.05 for r „ 
6 = 0.2, and e = 0.2 

9, o. 

Tfrom 

equations (10) and (7) 

T from numerical 

solution 

0.00 

0.06 

0.12 

0.18 

0.24 

0.30 

0.36 

0.42 

0.48 

0.54 

0.60 

0.66 

0.72 

0.78 

0.84 

0.90 

0.96 

1.0 

9.0 

8.5253 

8.0237 

7.4944 

•6.9358 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

1.2515 

1.2973 

1.3426 

1.3877 

1.4177 

9.0 

8.5252 

8.0237 

7.4944 

6.9358 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

1.0 

1.2515 

1.2973 

1.3427 

1.3877 

1.4177 

Fig. 2 Temperature distributions for various t and o = 0.2 at f = 0.08 
for temperature conditions 

Results and Discussion 
In the present study, the closed-form solutions expressed in 

Eqs. (8), (9), and (10) are evaluated using 300, 600, and 4000 
terms, respectively, and the series were considered to converge 
when the difference between the absolute values of the suc
cessive terms of the series is less than or equal to 10"4. In the 
numerical solution, the grid size Ax is 0.01 and the time step 
At is dAx. The convergence of the numerical solution is ex
amined by grid refinement. Improvement of the numerical 
solution beyond the grid size 0.01 is found to be insignificant. 
For comparison purposes, results from the closed-form so
lutions are tabulated along with the numerical solution ob
tained by the method of characteristics in Table 2. It can be 
observed that the results agree with each other very well, and 
for this reason, only the numerical solution results are used in 
all the graphs. To compare the analytic solution with the nu
merical solution for all three cases, we computed the temper
ature fields by changing x in steps of Ax = 0.01. For Fig. 2, 
Thas a very large value at x = 0.4 and then T drops sharply, 
eventually to assume values very close to unity, which continues 
until we reach the neighborhood of the point x = 0.6. The 
closeness of these values to unity can be perceived from Table 
2 where results for Case 3 are presented. The seemingly vertical 
lines in Fig. 2 near the points x = 0.4 and x = 0.6 are really 
not vertical as can be seen from the figure, which shows that 

2,25 

-2 .00 

1.75 

1.50 

1.25 

1.00 

a 
b 
c 
d 

- Parabolic 

e 
0,3 
0.0 

-0.15 
-0.3 

0 * f 
0 0.4 0.6 

X 

Fig. 3 Temperature distributions for various c and 6 = 0.5 at t = 0.08 
for temperature conditions 

3.50 

3.00 

2.50 

2.00 

1.50 

.00 

0.2 0,4 0,6 
X 

0,8 

Fig. 4 Temperature distributions at various time steps for t = -0 .3 , & 
= 0.2, and temperature conditions 

the series solution is essentially a curve-fit for the discontinuity 
of temperature at the thermal wave propagation front. The 
analytic results obtained for other cases are also found to 
compare well with the numerical solution, but due to brevity, 
they are not tabulated in this study. The results of the con
ventional parabolic heat conduction equation solved by sep
aration of variables are also presented so that a direct 
comparison can be made. 

The results of Case 1 (temperatures specified at both ends) 
are presented in Figs. 2-4. In all cases, the left-hand boundary 
(x = 0) is kept at TV77 =3.0 and the right-hand boundary 
(x= 1.0) is kept at T*/Tf = 2.0. The temperature distributions 
within the medium for various e, and 5 = 0.2 at t = 0.08 are 
plotted in Fig. 2. The discontinuities predicted by the hyper
bolic conduction equation are due to the finite propagation 
speed. The thermal wave, generated by a sudden change in 
boundary temperature, propagates in the material with finite 
speed so that in the region 0.4<x<0.6 the material is not yet 
affected. The effects of e on the temperature fields can also 
be examined from Fig. 2. In the cases of negative e, the thermal 
conductivity is smaller than its value at the reference temper
ature because the temperature is higher than the reference 
temperature everywhere. It can be observed that the, temper
ature field for e<0 is lower than the case e = 0. When e is 
positive, the temperature field becomes higher than the e = 0 
case. 

The temperature distributions within the medium for various 
e, and 5 = 0.5 at t = 0.08 are plotted in Fig. 3. The value of 
5 is increased to 0.5 from 0.2 in the previous case. Conse-
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Fig. 7 Temperature distributions at various time steps for i = - 0.15, 5 
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Fig. 6 Temperature distributions at various time steps for c = - 0.15, b 
= 0.2, and flux conditions 

quently, the dimensionless speed of the thermal wave becomes 
smaller in this case compared to the previous one. This can be 
observed by comparing Fig. 3 with Fig. 2. The discontinuities 
in the present case do not travel as far into the material as in 
the previous case. The effects of the temperature-dependent 
thermal conductivity presented in Fig. 2 can also be observed 
in Fig. 3. 

The transient behavior of the temperature distribution is 
examined next. The temperature distribution predicted by the 
hyperbolic heat conduction at various time steps for e= -0.3 
and 5 = 0.2 are plotted in Fig. 4. For the sake of clarity, the 
results predicted by the parabolic heat conduction equation 
are not plotted in this figure. The hyperbolic equation predicts 
propagation of two thermal waves, one from the left and the 
other from the right. At t = 0.1, the two thermal waves meet 
and are superimposed. As time progresses, the thermal waves 
propagate back and forth within the slab. At t= 1.0, the 
temperature field is at steady state. It can be observed that 
steady state is attained due to the thermal waves traveling back 
and forth within the material. Because of the fact that e is 
nonzero, the steady-state solution is no longer a straight line 
temperature profile. 

We will now present the results for Case 2 (specified heat 
flux on both ends). In all the cases presented below, the flux 
is specified to be 0.3 on the left-hand boundary and -0.2 on 
the right. According to the convention used in the constitutive 
law (Eq. (2)), this corresponds to heating from both bound
aries. The temperature distributions for various time steps and 
5 = 0.2 are plotted in Figs. 5 and 6 for e = 0 and -0.15, 
respectively. At t = 0.01 and 0.1, the effects of finite prop-

Parabolic 
Hyperbolic 

Fig. 8 Temperature distributions at various time steps for t = - 0.15, h 
= 0.2, and convective boundary conditions 

agation speed of heat can be observed. It can be seen that the 
thermal waves are traveling back and forth. At a later time, t 
= 1.0, the parabolic and the hyperbolic predictions are iden
tical. It should be pointed out that the case of e= -0.15 has 
a higher temperature than the case of e = 0. The reason is as 
follows. In the case of negative e, the thermal conductivity 
decreases as the temperature increases. As a result, pCp de
creases as the temperature increases because the thermal dif-
fusivity is considered constant in this study. Since the heating 
from both boundaries is kept constant, the temperature field 
has to rise in the negative e case in order to compensate for 
the decrease in pCp so that the energy can be conserved. 

For Case 3, the temperature is kept at T*/T? = 3.0 at x = 
0 and the flux is kept at —1.0 at x = 1 in this study. The 
temperature distributions for various time steps, 8 = 0.2, and 
e= -0.15 are plotted in Fig. 7. Behavior similar to the flux 
condition results can be observed. Heat is transferred within 
the medium via diffusion in parabolic conduction and thermal 
wave propagation in hyperbolic conduction. 

The effects of convective boundary conditions, which cor
respond to the case where the material is either cooled or heated 
by convection in ambient fluid, are examined in this study by 
the method of characteristics only. All the cases presented 
below are characterized by Biot number equal to 1 and the 
ambient temperature is kept at T*/T* = 2.0 on both sides. 
Physically, this corresponds to convective heating by the hotter 
ambient fluid. The temperature distributions for various time 
steps, 5 = 0.2, and e= -0.15, are plotted in Fig. 8. The 
propagation of thermal waves in hyperbolic conduction is once 

Journal of Heat Transfer FEBRUARY 1992, Vol. 114/19 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



again observed. However, as time progresses, the results of 
the hyperbolic and parabolic conduction become identical. 
This is because the relaxation term becomes unimportant for 
large time. 

Summary 

Hyperbolic conduction equations with variable thermo-
physical properties, such as thermal conductivity, heat capac
ity, and density, but constant thermal diffusivity, are 
considered. The nonlinear equations are transformed to linear 
equations by using Kirchhoff transformation. Analytic solu
tions are obtained for (i) temperatures specified at both ends, 
(if) heat fluxes specified at both ends, and (Hi) temperature 
specified at x = 0 and heat flux specified at x = 1. Numerical 
solutions are obtained using the method of characteristics. In 
the numerical solutions, a generalized boundary condition is 
formulated to account for the above three as well as the con-
vective boundary conditions. For the convective boundary con
dition, the transformed condition becomes nonlinear, and is 
handled using a Newton-Raphson iterative scheme. Results 
for temperature, heat flux, and convective boundary condi
tions are presented and discussed. Parabolic conduction results 
are also presented and compared with the hyperbolic cases via 
numerical examples. The hyperbolic equation predicts a dis
continuous evolution of the temperature field in which the 
thermal waves travel back and forth at finite propagation speed. 
The effects of temperature-dependent thermal conductivity, 
heat capacity, and density but constant thermal diffusivity are 
found to be significant. 
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Thermal Contact Conductance of 
Metallic Coated BiCaSrCuO 
Superconductor/Copper Interfaces 
at Cryogenic Temperatures 
The effects of vapor deposited coatings on the thermal contact conductance of cold 
pressed, normal state BiCaSrCuO superconductor/oxygen-free copper interfaces 
were experimentally investigated over a pressure range of 200 to 2000 kPa. Using 
traditional vapor deposition processes, thin coatings of indium or lead were applied 
to the superconductor material to determine the effect on the heat transfer occurring 
at the interface. The test data indicate that the contact conductance can be enhanced 
using these coatings, with indium providing the greater enhancement. The experi
mental program revealed the need for a better understanding and control of the 
vapor deposition process when using soft metallic coatings. Also, the temperature-
dependent microhardness of copper was experimentally determined and found to 
increase by approximately 35 percent as the temperature decreased from 300 to 85 
K. An empirical model was developed to predict the effect of soft coatings on the 
thermal contact conductance of the superconductor/copper interfaces. When ap
plied, the model agreed well with the data obtained in this investigation at low 
coating thicknesses but overpredicted the data as the thickness increased. In addition, 
the model agreed very well with data obtained in a previous investigation for silver-
coated nickel substrates at all coating thicknesses. 

Introduction 
The advent of copper-oxide superconductors with transition 

temperatures above the temperature of liquid nitrogen has 
greatly expanded the research fields and possible applications 
of superconducting materials. Prior to the discovery of high 
transition temperature (high-!Tc) superconductors, supercon
ductivity was limited to the research laboratory or applications 
where cost was not an issue, due to the required cooling with 
expensive liquid helium. However, high-Tc superconductors 
potentially may be cooled by liquid nitrogen, which is at least 
twenty times less expensive (in both equipment and substance 
costs) and has a latent heat of vaporization of eight times 
greater than liquid helium (Scalapino et al., 1988). 

Present applications for both high-Tc and low-T^ supercon
ducting materials include nuclear magnetic-resonance imaging 
and spectroscopy in medical diagnostics, radio-frequency de
vices, research and development magnets, magnetic shielding, 
colliders, and infrared sensors (National Academy of Sciences, 
1987; Foner and Orlando, 1988). Potential applications cur
rently being investigated, but not yet economical, include en
ergy storage and electrical transmission for power utilities and 
high-speed trains using magnetic levitation (Douglas, 1987; 
Foner and Orlando, 1988; Wolsky et al., 1989). Computers of 
the future might be designed with semiconducting-supercon
ducting hybrids (Van Duzer, 1988), which would combine the 
superior qualities of both materials. 

Two important parameters govern the potential application 
of superconductors: the critical current density and the upper 
critical magnetic field density. The critical current and mag- ' 
netic field densities for a superconductor generally reach a 
peak value near T < 0.5 Tc and rapidly decrease as the tem
perature increases. A general rule for application is that the 
superconductor material must be operated below T < 0.75 Tc 
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JSME Thermal Engineering Joint Conference, Reno, Nevada, March 17-22, 
1991. Manuscript received by the Heat Transfer Division October 16, 1990; 
revision received July 1,1991. Keywords: Conduction, Cryogenics, Measurement 
Techniques. 

to allow for usable critical density levels (National Academy 
of Sciences, 1987). 

Comprehensively, the stability of superconductors can be 
described as being directly dependent upon the temperature of 
the superconductor, the current density, and the magnetic field 
strength generated by the current (Foner and Orlando, 1988). 
A corresponding change in any one condition could cause the 
superconductor to return to the normal state. This would re
quire that the current carried by the superconductor be effec
tively dissipated. To handle this requirement, most 
superconductor devices could be designed such that a substrate 
or carrier material, possibly copper or aluminum, would op
erate in parallel with the superconductor and serve as a dis
sipating medium. The substrate could also be used to transfer 
the heat away from the superconductor during cooling or in 
the event of a normal state occurrence, which would generate 
heat resulting from the current and the normal state electrical 
resistance. This, combined with the general temperature re
quirements of the superconductors, illustrates that for these 
devices to operate effectively and economically it is necessary 
to understand the thermal behavior of these materials better. 

Many parameters govern the heat transfer characteristics in 
superconducting devices. One significant parameter is the ther
mal contact conductance between the superconductor and the 
substrate or carrier material. The thermal contact conductance 
is defined as the heat flux through the interface divided by the 
temperature discontinuity at the interface, or 

he 
Q/A 

AT (1) 

Of the various methods previously utilized to enhance the 
thermal contact conductance of interfaces, the use of vapor-
deposited metallic coatings has been demonstrated by Anto-
netti (1983) and Kang et al. (1990) to provide the greatest 
potential. However, the use of metallic coatings has not been 
studied for interfaces containing a ceramic material or for 
interfaces with metallic coatings at cryogenic temperatures. 
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Literature Review 
Since the YBaCuO superconducting compound initially 

yielded transition temperatures above liquid nitrogen, most of 
the available literature focuses on this material. The thermal 
conductivity of YBaCuO has been experimentally measured 
by several investigators, including Jezowski.et al. (1987), Uher 
and Kaiser (1987), Gottwick et al. (1987), Morelli et al. (1987), 
Bayot et al. (1987), Kirk et al. (1989), and Fletcher et al. (1991). 
Fletcher et al. (1991) also provided a review of several other 
YBaCuO properties. 

Although the trends of the thermal conductivity have been 
consistent, the magnitude has varied significantly. Differences 
in the thermal conductivity, as noted by Fletcher et al. (1991), 
may occur from differences in sample density that result from 
different sample fabrication methods (cold or hot pressed) or 
from slight variations in the oxygen content of the samples. 
Also, Pandey et al. (1988) indicate that, in general, cold-pressed 
samples result in a much lower density (usually 50-60 percent 
theoretical) than hot-pressed samples. Kirk et al. (1989) noted 
that the thermal conductivity of the YBaCuO compound is 
anisotropic with respect to the pressing direction for hot pressed 
samples. 

Recently, attention has been directed toward the BiCaSrCuO 
and lead-doped BiPbCaSrCuO compounds. These compounds 
have shown more promise for applications due to higher tran
sition temperatures (110 K) and higher critical current densi
t ies. However, little information on the thermal properties of 
these compounds is presently available. Kirk (1990) presented 
the thermal conductivity measurements for the lead-doped 
BiPbCaSrCuO compound below room temperature. The sam
ple tested was cold pressed and comprised of 25 percent 105 
K phase and 75 percent 70 K phase. The thermal conductivity 
exhibited an almost linear decrease from approximately 1.8 
W/mK at 200 K to 1.0 W/mK at 50 K. 

Thermal Contact Conductance of Bare Interface. The ma
jor obstacle in the study of thermal contact conductance is to 
find theoretical correlations that will accurately predict the 
thermal contact conductance between two contacting surfaces. 
In the past, experimental work and empirical correlations have 
been widely used. 

An analytical investigation conducted by Yovanovich (1982) 
resulted in an expression to predict the thermal contact con
ductance between two metal surfaces. The dimensionless con
tact conductance equation was expressed as 

0.95 

(2) 

This expression was found to be reasonably accurate by 
Yovanovich et al. (1983), Antonetti (1983), and Hegazy (1985). 
It has also been demonstrated to be applicable not only to 
similar and dissimilar metallic contacts but to nonmetallic con
tacts. This was done by Eid and Antonetti (1986), using an 
aluminum-silicon interface, and by Peterson and Fletcher 
(1988), using a substrate/spreader material-mold compound 
interface found in microelectronic components. 

Madhusudana. and Fletcher (1983) noted the difficulty in 
measuring the mean profile slope and that it was seldom re
ported in previous investigations. Therefore, the mean profile 
slope was deleted and a dimensionless power law correlation 
for Zircaloy-2/Uranium Oxide interfaces commonly found in 
nuclear reactors was developed. The general form of the cor
relation was given as 

hcO_ (P_ 
km~C\M, (3) 

Jh!L 
tnkm 

= 1 . 2 5 | | 

The constants, c and n, were empirically determined to provide 
a best-fit curve using data from several previous investigations. 

Thermal Contact Conductance of Coated Interface. The 
use of vapor-deposited metallic coatings has been previously 
investigated by Mal'kov and Dobashin (1969), Antonetti (1983), 
and Kang et al. (1990). Mal'kov and Dobashin (1969) presented 
one of the first works concerning the use of soft-metal coatings. 
However, this study was limited to constant coating thickness. 
Also, no theoretical or empirical correlations were presented. 

Antonetti (1983) presented the only theoretical model to 
predict the thermal contact conductance of a coated surface. 
This model assumed the enhancement was due to mechanical 
effects (increased surface contact area) and to thermal effects 
(a high thermal conductivity coating that allows heat to be 
dissipated more easily). The derived equation approximated 
the thermal contact conductance of a coated junction as a bare 
junction multiplied by mechanical and thermal correction fac
tors. Antonetti (1983) also developed a modified form of the 
correlation developed by Yovanovich (1982). This modifica
tion substituted an effective thermal conductivity, k', and an 
effective microhardness, H', for the thermal conductivity and 
microhardness, respectively. Both models were found to be in 
good agreement with experimental data for silver coatings on 
nickel substrates. 

Kang et al. (1990) performed the most extensive experimental 
work in this area. Different thicknesses of indium, lead, and 
tin coatings on aluminum substrates were studied and an op
timum thickness was determined for each coating. The thermal 
contact conductance was shown to be enhanced by as much 

Nomenclature 

A = 
b = 
c = 
d = 
f = 

FD = 
h, hc = 

H = 
H, = 

Hs = 
k = 

km ~ 

km, = 

area 
empirical pressure factor 
empirical constant 
Vickers indentation depth 
exponential function of t, 
a, and b 
flatness deviation 
thermal contact conduct
ance 
Vickers microhardness 
coating layer microhard
ness 
substrate microhardness 
thermal conductivity 
harmonic mean thermal 
conductivity 
harmonic mean thermal 

K = 

m = 
M = 

n — 
P = 
Q = 

R = 

T = 
Tr = 

conductivity (layer/sub
strate) 
harmonic mean thermal 
conductivity (substrate/ 
substrate) 
harmonic mean thermal 
conductivity ratio 
mean profile slope 
mean effective flow pres
sure 
empirical constant 
apparent pressure 
heat flow rate 
thermal resistance or elec
trical resistance 

temperature 
transition temperature 

AT 
t 

r, = 

temperature discontinuity 
coating thickness 
empirical thermal constric
tion parameter 
empirical thermal constric
tion parameter 
empirical thermal constric
tion parameter 
empirical constriction pa
rameter 
surface roughness 

Subscripts 

c = contact 

Superscripts 
indicates layer present 
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as 700, 400, and 50 percent for indium, lead, and tin, respec
tively. As a result of this work, it was concluded that for the 
coatings tested, the coating hardness was more significant than 
the coating thermal conductivity. 

The investigations of Kang et al. (1990) and Antonetti (1983) 
both demonstrated that the thermal contact conductance can 
be enhanced through the use of a soft metallic coating and 
that the enhancement was primarily a function of the micro-
hardness. As predicted, the experimental results of Antonetti 
(1983) showed an initial rapid increase followed by an asymp
totic approach to a maximum value. The analytical model, 
however, did not contain any mechanism by which enhance
ment would decrease when a softer coating was applied to a 
harder substrate having a thermal conductivity on the order 
of or greater than the thermal conductivity of the substrate. 
Kang et al. (1990) showed the same initial rapid increase up 
to a maximum peak value, but as the thickness was increased 
further, the enhancement decreased. 

Microhardness. The complexity between the hardness of 
a given surface and the indentation depth increases consid
erably when a thin coating has been applied to the surface. 
Antonetti (1983) developed an analysis, referred to as the ef
fective microhardness, for nickel substrates with silver coat
ings. The effective microhardness was divided into three linear 
regions based upon the ratio of the thickness of the coating 
and depth of the indentor. In the first region, t/d < 1.00, the 
indentor penetrates the relatively thin coating and the sub
strate. In the next region, 1.00 < t/d < 4.90, the indentor 
penetrates only the coating but the microhardness is still in
fluenced by the properties of the underlying substrate. The 
final region, t/d > 4.90, is simply the microhardness of the 
coating with no effect by the substrate. Kang et al. (1990) 
measured the effective microhardness of aluminum substrates 
with lead, tin, and indium coatings. Trends similar to that of 
Antonetti (1983) were reported. The slope of the data for the 
region t/d < 1.00 was greatest for indium, followed by lead 
and tin, respectively. This corresponds to the order of micro
hardness for the coatings from softest to hardest. 

In a discussion on the low-temperature properties of struc
tural materials, Scott (1988) reported a direct correlation be
tween the crystal lattice structure and the behavior of a material 
in terms of ductile-brittle transition. Unlike body-centered cu
bic metals, face-centered cubic metals, e.g., copper, do not 
become brittle at liquid nitrogen temperatures. Even though 
copper remains ductile, a 30 to 40 percent increase in the tensile 
strength of copper as the temperature decreases from 300 to 
80 K has been reported by Scott (1988). Teed (1950) reported 
an increase of 62 percent in the ultimate tensile strength from 
300 to 93 K. Since the hardness of a material is often used to 
predict the tensile strength, intuitively, this would indicate that 
the hardness should also increase. 

Experimental Program 
The experimental apparatus used in this investigation has 

been fully discussed by Ochterbeck (1990) and is similar to the 
apparatus described by Kang et al. (1990). The primary part 
of the apparatus was the vertical test column; see Fig. 1. This 
column was composed of three 2.54-cm-dia specimens: (1) a 
304 stainless steel bar in contact with copper coils, (2) an 
oxygen-free high conductivity (OFHC) copper bar in contact 
with a cooling bath, and (3) a 0.1-cm-thick, cold-pressed 
BiCaSrCuO superconductor sample inserted between the stain
less steel and copper bars. The coils and cooling bath were 
supplied by - 40 °C constant temperature circulating fluid and 
by liquid nitrogen, respectively. To insure that the cooling bath 
was constantly filled with liquid nitrogen, a liquid/gas differ
entiating cryogenic control valve was used to vent the boiled-
off gas while restraining the liquid within the lines and the 
cooling bath. 

Axial Load 

OFHC Copper 

Liquid Nitrogen 

Fig. 1 Experimental test apparatus 

To minimize convective heat losses, the system was operated 
within a vacuum chamber capable of maintaining a vacuum 
quality of greater than 1.0 x 10~6 Torr. In addition to the 
vacuum chamber, a radiation shield was utilized to minimize 
any radiation heat losses. Loading of the column was provided 
by pressurized nitrogen gas supplied to a load bellows and 
monitored by a 0-8000 N load cell. 

Test Sample Preparation. The stainless steel 304 and ox
ygen-free high-conductivity copper samples were both cut from 
standard bar stock and turned to the appropriate diameter. 
The contacting surfaces were first machined flat using a turning 
process and then ground smooth using a diamond grinding 
wheel. 

The superconductor samples used in this investigation were 
cold pressed and manufactured from a copper oxide compound 
based on the nominal formula BiCaSrCu20J. (2224). In the 
processing of this formula, several possible phases have been 
found. These include a 110 K Tc phase Bi2Ca2Sr2Cu3Ox (2223), 
an 80 K Tc phase Bi2CaSr2Cu2Ox (2122), and a 20 K Tc phase 
Bi2Sr2CuOx (2021). In this investigation it was desirable for 
the samples to contain as much as possible of the 110 K phase 
(2223) with the remainder being the 80 K phase (2122). A 
process, similar to the one described in Pandey et al. (1988) 
and developed in the Electrical Engineering Materials Lab at 
Texas A&M University, demonstrated the elimination of the 
20 K (2021) phase and a resulting high amount of the 110 K 
phase (2223). Therefore, this process was used to manufacture 
the samples. 

Two different sample sets were manufactured with each set 
resulting in three to four 2.54-cm-dia, approximately 1.0-cm-
long pellets. One pellet from each lot was selected and tested 
using a standard DC four-probe resistance measurement tech
nique to determine the electrical resistance as a function of the 
temperature. The results of the resistance measurements for 
both sets exhibited almost equivalent transition temperatures 
of 110 K (onset) and 72 K (zero). 

Each pellet was sliced into four or five disks using a diamond 
wheel saw with w-propyl alcohol as a cutting lubricant. It 
should be noted that the samples were never allowed to come 
in contact with water, since this would damage the lattice 
structure. The thickness of the rough-cut disks varied between 
1.2 and 1.5 mm. The rough-cut disks were then lapped to a 
smooth finish and a final thickness of 1.00 ± 0.01 mm. The 
average surface roughness, maximum peak-to-valley height, 
and flatness deviation of each sample were then measured using 
a Taylor-Hobson Surtronic 3P surface profilometer. The re
sults are presented in Table 1. 

Experimental Procedure. Since each sample was to be tested 
twice (uncoated and coated), the samples were aligned as pre-
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Table 1 Surface characteristics of test samples 

SURFACE 

1A 
IB 
2A 
2B 
3A 
3B 
4A 
4B 
5A 
5B 
6A 
6B 
7A 
7B 
8A 
8B 
9A 
9B 

OFHC Cu I 
SS 304 

3el No. 

(jim) 

U K 
1.03 
1.13 

_ U ) 2 | 

~nip 
1.15 
1.19 

1 _ U 7 

09iP 
1.07 
1.10 
1.16 
1.02 
1.15 

Liii_ 
0.98 

"Toin 
1.02 

0.11 
0.051 

I 

(/iUl) 

7.52 
6.91 
8.53 

ULi-L 
9.63 
9.59 
9.61 
7.87 
8.74 
8.23 
8.01 
9.43 
7.61 
7.61 
9.34 
7.84 
8.21 
8.65 

1.04 
0.512 

FD 
(mm) 
0.034 
0.034 

0.034 
0.034 
0.051 
0.051 

0.051 
0.051 
0.051 
0.051 

,0.051 
0.051 
0.102 
0.102 
0.127 
0.127 
0.051 
0.051 

S 
SURFACE 

11A 
. 11B 

12A 
12B 
13A 
13B 

14A 
14B 
15A 
15B 
16A 
16B 
17A 
17B 
18A 
18B 
19A 
19B 
20A 
20B 

OFHC Cu H 

et No. 

•r. 

1.58 
L51_ 

1.34 
1.60 

n . 5 9 
1.72 

1.86 

l i ^ L 
1.44 
1.35 

1.84 
2.01 

L_U>4 
1.59 1 
1.43 
1.63 
1.22 
1.32 
1.51 
1.36 
0.10 

II 

( / im) 

12.10 
14.23 

10.45 
11.65 
11.56 
11.87 

12.40 
11.10 
12.93 
10.87 

14.21 
14.76 
13.13 
11.72 
11.07 
11.98 
9.02 
10.16 
10.31 
9.82 
1.22 

FD 
(mm) 
0.010 
0.010 

0.015 
0.015 

O.bTiFl 
0.015 

0.015 
0:015 
0.020 
0.020 

0.025 
0.025 
0.025 
0.025 
0.030 
0.030 
0.033 
0.033 
0.033 
0.033 

viously described and prestressed with a load of approximately 
2500 kPa. The samples were then separated and realigned, a 
load of approximately 200 kPa was applied, and the system 
was evacuated. Once the prescribed vacuum level was obtained, 
the fluid and the liquid nitrogen were supplied to the heat 
source and heat sink, respectively. The system was allowed to 
stabilize for approximately 4 hours. 

The heat flux through the system was calculated by Fourier's 
Law using the thermal conductivity and temperature gradient 
of the stainless steel. Prior to testing, the stainless steel sample 
was calibrated using a National Institute of Standards and 
Technology (NIST) electrolytic iron reference sample of known 
conductivity. To determine the temperature discontinuity across 
the superconductor, the temperature distributions were ex
trapolated to the upper and lower surfaces of the two metal 
samples using a least-squares technique. The joint conductance 
was then calculated from the heat flux and the temperature 
discontinuity. This joint conductance was comprised of three 
separate resistances: (1) the contact resistance between the su
perconductor and the stainless steel, (2) the bulk resistance of 
the superconductor, and (3) the contact resistance between the 
superconductor and the OFHC copper. Because of the test 
procedure utilized, it was not possible to measure these three 
resistances independently, hence preliminary tests were con
ducted to determine the thermal resistance resulting from the 
stainless steel/superconductor interface and the thermal con
ductivity of the superconductor material. These resistances 
were subtracted from the overall conductance to obtain the 
resistance of the copper/coated superconductor interface. Ad
ditional testing confirmed that this process would yield con-
sistant results and that after the second loading cycle, the 
resistance of the stainless steel/superconductor interface did 
not vary with respect to the number of loading cycles. 

The heat flux through the OFHC copper sample was not 
calculated due to a slight oscillation in the sample temperatures. 
This oscillation was caused by the liquid/gas differentiating 
valve. When gas was released by the valve, a slight pressure 
drop (along with a corresponding temperature decrease) oc

curred in the lines and cooling bath, and therefore, reduced 
the accuracy of the temperature measurements. However, due 
to the very high thermal conductivity of copper at cryogenic 
temperatures (508 W/mK at 90 K) the sample was essentially 
isothermal in comparison with the entire system. Therefore, 
the extrapolated surface temperature was not significantly af
fected. The experimental data showed only a 0.4 K fluctuation 
at the copper surface. This corresponded to a worst case (lowest 
temperature discontinuity) of 0.47 percent (0.4 K fluctuation 
for an 86 K temperature discontinuity) variation in the cal
culated temperature discontinuity. The temperatures in the 
stainless steel sample were never observed to fluctuate. 

Following the acquisition of each data set, the pressure on 
the interface was increased in increments of approximately 180 
kPa and allowed to stabilize for two hours before again meas
uring the contact conductance. Throughout testing, the mean 
junction temperature remained within the range 140 ± 7 K 
with no external adjustment of the cooling conditions. The 
test fixtures were then separated and the superconductor sam
ple was removed. The surface of the superconductor that was 
in contact with the OFHC copper was coated with a vapor 
deposited metallic coating of a predetermined thickness. The 
entire experimental process was then repeated to determine the 
level of enhancement due to the coatings. 

Microhardness Testing. The ambient and temperature-de
pendent microhardness measurements in this experiment were 
obtained using a Buehler Micromet II digital microhardness 
tester with a Vickers diamond indentor. As stated earlier, it 
was expected that the microhardness of the copper would in
crease as the temperature decreased. To verify this, experi
mentally, an aluminum test fixture was manufactured for 
testing of the OFHC copper. To monitor the temperature of 
the OFHC copper sample, a large bead K-type thermocouple 
was press fit into a small surface hole. 

One of the obstacles encountered in cryogenic temperature 
testing was the resulting condensation and corresponding freez
ing of the water vapor from the atmosphere on the surface of 
the sample as it was cryogenically cooled. To alleviate this 
phenomenon, the microhardness test stand and the test fixture 
were enclosed and sealed in clear plastic. Dry nitrogen was 
then supplied to the chamber to purge the water vapor from 
the system. This system was adequate for testing down to 120 
K. 

To measure the microhardness of the copper sample at liquid 
nitrogen temperatures, the sample was immersed in a small 
shallow container filled with liquid nitrogen to a level of ap
proximately 1.0 mm below the surface of the sample. The 
formation of ice on the surface of the sample was hindered 
by the evaporation of the liquid nitrogen. 

Ideally, the temperature-dependent microhardness of the 
superconductor should also be determined; however, two fac
tors prevented this. To measure the microhardness accurately, 
the indentation must be clearly visible. Due to the formation 
of small amounts of liquid nitrogen on the surface of the sample 
at liquid nitrogen temperatures and the deep black color of 
the sample, the indentation clarity was too poor for the mi
crohardness to be accurately determined. Secondly, no effec
tive means of attaching a thermocouple to the surface was 
found. Although the tests clearly indicated that the supercon
ductor material was softer than the copper, due to the uncer
tainty associated with these measurements, no quantative data 
are presented here. 

Results and Discussion 
To obtain a generalized correlation for predicting the un-

coated thermal contact conductance, the dimensionless em
pirical correlation of Madhusudana and Fletcher (1983), given 
by 
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was used. The constants c and n were determined using a root-
sum-square method to find the minimum variation between 
the data and the empirical correlation. The resulting constants 
were c = 5.25 x 1(T4 for both sets, n = 0.51 for Set I, and 
n = 0.42 for Set II. Examination of the values resulting from 
this expression along with examination of the experimental 
data indicate that the difference between the values of n for 
the two sets was due to the variation in the average flatness 
deviations for the two sets. 

The nondimensionalized data along with the resulting em
pirical correlations are presented in Fig. 2. As shown, the 
correlations accurately predict both the values and trends for 
the uncoated contact conductance. The most noticeable var
iation between the experimental data and the correlation is for 
Set I at low values of P/H. When analyzed further, it was 
determined that the test values of a single sample corresponded 
to the nondimensional values that deviated from the correlation 
and the other test values. This may be due to a misalignment 
of the test sample and column. The full effect of this variation 
will be discussed later. 

Incorporating the effects of the coating layer would require 
a considerably more complicated model; therefore, an empir
ical correlation was again used. As previously discussed, the 
general form of the effective microhardness for a single point 
contact can be divided into three linear regions. However, for 
a system consisting of multiple contacts, one would expect the 
behavior to exhibit smooth transitions between regions. There
fore, for a constant indentation depth, the effective micro
hardness was expressed as an exponentially decreasing quantity 
with increasing coating thickness. This resulted in an equation 
of the form 

where 

H'=Hs{\-f)+HLf (5) 

f=e~b°/t (6) 

and the parameter b is a function of the applied pressure and 
must be determined experimentally. 

The limits of this expression must be consistent with the 
actual system in order for the correlation to be valid. As the 

Kn,. = 
*i + *i 

V" 
K> 

2*1*3 

*J +*3 

Fig. 3 Limits of IT and harmonic thermal conductivity with respect to 
coating thickness 

layer thickness approaches zero, the function/approaches zero 
and the effective microhardness is equal to the substrate mi
crohardness. As the layer thickness approaches infinity,/ap
proaches one and the effective microhardness is equal to that 
of the layer material. 

If the limits for the contact conductance of a coated interface 
are examined, the same results should be apparent. As t ap
proaches zero, the joint conductance should approach that of 
an uncoated interface, or 

h'=c- (7) 

As t approaches infinity, the joint conductance should ap 
proach that of a solid layer material interface, or 

f -h =c—-
a 

(8) 

where Fig. 3 shows a graphic representation of the above limits. 
Since the rate at which the interface contact conductance 
changes as a function of coating thickness has been demon
strated to be primarily dependent on the effective microhard
ness, the coated contact conductance should vary between the 
two limits in proportion to the effective microhardness. The 
behavior of the experimental data indicates that the contact 
conductance also exhibits an exponential behavior and can be 
expressed empirically in the same general form as that of the 
effective microhardness, or 

h' =c • ( l - / ) + c - / (9) 

where/is as defined before. This can be nondimensionalized 
by dividing both sides by k„iS and multiplying by a, with the 
result being 

h'a 
d - / ) + c *m,/ 

/ (10) 

Although the microhardness has been shown to be the most 
significant factor in the enhancement of the thermal contact 
conductance using metallic coatings, the thermal conductivity 
of the coating material does have an effect on the amount of 
enhancement. For the present correlation this is demonstrated 
by the presence of the ratio km/kmiS. However, the effect of 
the thermal conductivity ratio is not simply a constant. 

An effective thermal conductivity that is a function of sub
strate conductivities and a constriction parameter was used in 
the theoretical model of Antonetti (1983). The constriction 
parameter in turn is primarily a function of the substrate/layer 
thermal conductivity ratio, the layer thickness, the contact spot 
radius (which is a function of surface parameters and interface 
pressure), and the relative contact spot radius (also a function 
of pressure). Therefore, a constriction-effects term, (3(t, P), 
has been included in the above correlation to account for this 
thermal constriction phenomenon, resulting in the final expres
sion 

f^ = c (77 ) 0-f)+c(3(t,P)- f (11) 

where /3(/, P) must also be determined empirically. It is im
portant to note that in this model the hardness penetration is 
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assumed to be adequately described by the parameter / , and 
that because the effect of flatness deviation nullifies the more 
detailed approach of Antonetti, which assumes that the be
havior of a single asperity can be approximated by the behavior 
of the Vickers indenter, this aspect has not been included. 

Using a third-order polynomial curve fit for each sample, 
an enhancement factor, defined as the contact conductance 
coated divided by the contact conductance uncoated, was cal
culated for four different pressures at each coating thickness. 
This enhancement factor is illustrated in Fig. 4 for lead coatings 
and Fig. 5 for indium coatings as a function of layer thickness. 
Also, the results of the empirical correlation derived in this 
investigation are presented along with the test data. 

The empirical correlation modeled the lead and indium 
coated test data with reasonable accuracy at low coating thick
ness values. However, the data and the model disagree at 
greater values of coating thickness. As this correlation was 
empirical, the exact values of the model are controlled by two 
empirically determined parameters, which can be altered to 
trace the data at different locations. The lower values of coating 
thickness were primarily used as governing factors of the em
pirical parameters. Also, the model was not allowed to un
derestimate any of the test data, since any deviation from the 
theoretical would be in the form of lower results. One exception 
to this was for the indium coated sample corresponding to a 
coating thickness of 1.0 /xm. The uncoated contact conductance 
test data for this sample deviated from the rest of Set I at low 
pressures, due to the possible misalignment previously dis-
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Fig. 6 Comparison of present correlation with data of Antonetti (1983) 

cussed. These lower uncoated test values exaggerated the en
hancement factor (TCC coated/TCC uncoated). 

The results of Antonetti (1983) indicated that the coated 
contact conductance increased asymptotically as the coating 
thickness increased; hence, the experimental data of Antonetti 
(1983) for silver coatings on nickel substrates were compared 
with the present model. If the previous method is applied to 
the uncoated correlation used by Antonetti (1983), a resulting 
equation for the coated contact conductance is given by 

0.95 , / n \ 0.95 
h'a 

• ,JMs ( l - / ) + 1.25i8(f,P) 
fcm 

f 

(12) 

Figure 6 presents the results of this equation along with the 
test data for a silver coated nickel substrate with a surface 
roughness of 4.27 /xm and a mean profile slope of 0.234. 

As can be seen, the model accurately predicts the test data 
with only a slight overestimation at a coating thickness of 5.1 
tim. The theoretical model of Antonetti (1983) also accurately 
predicted the experimental data except that a "knee" appeared 
in the curve at a layer thickness of approximately one-half to 
three-fourths of the surface roughness. However, this "knee" 
does not appear in the present correlation. Antonetti (1983) 
attributed this to the abrupt change in the slope of the effective 
microhardness curve at t/d < 1.0. Therefore, since the effec
tive microhardness in this investigation was assumed to be of 
a smooth curve type, the "knee" is absent from the present 
model. This is believed to be a more realistic representation 
of the effective microhardness since, intuitively, a sudden ab
rupt change should not occur. 

Finally, the present model contained two parameters that 
were determined empirically. These were the exponential con
stant, b, and the thermal constriction factor, @(t, P). Figure 
7 shows the parameter b as a function of the interface pressure 
divided by the substrate microhardness. As can be seen, b is 
dependent upon the ratio P/i/with the empirically determined 
data being consistent among three different systems (Set I, Set 
II, and Antonetti). 

The thermal constriction-effects term, &(t,P) was found to 
follow the expression of the form 
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Fig. 8 Variation of thermal constriction parameters F, and I'2 with re
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where 

j 8 ( / , P ) = r , + a 

H„ 

(13) 

(14) 

for load values between 400 and 2000 kPa. The values Y\ and 
r 2 are given in Fig. 8 as functions of the harmonic thermal 
conductivity ratio, K, defined as 

km.l 

The parameter T3 followed the linear expression 

(15) 

As the ratio K approaches one, the thermal constriction-
effects term P(t, P) also approaches one, as should be the 
case where the layer and substrate thermal conductivities are 
equivalent. Also, the values of a and fi(t, P) (for constant P/ 
H) have only been demonstrated to be linear for the scope of 
this investigation. The model must be compared extensively 
with further data in order to refine and understand the exact 
trends of the parameters, @(t, P) and b, for variations in the 
harmonic conductivity ratio and the relative pressure ratio. 

The behavior of the enhancement factor data in this inves
tigation followed the trends of Kang et al. (1990) in that as 
the layer thickness increased, the enhancement increased to a 
maximum peak followed by a decreasing slope for further 
increases in layer thickness. This phenomenon did not occur 
in the work of Antonetti (1983) where an asymptotically in
creasing enhancement was observed. Kang et al. (1990) ex
plained the resulting decrease in the enhancement on the 
increased bulk thermal resistance of the layer material once 
the maximum peak was reached. 

To verify this explanation, the test data for the indium coated 
interfaces of Kang et al. (1990) were examined. The data for 
test pairs No. 6 (indium-2.5 fim) and No. 8 (indium-3.7 /jm) 
at approximately 270 kPa corresponded to thermal contact 
resistances of 0.170 K/W and 0.403 K/W, respectively. The 
bulk thermal resistance of a 1.2 /xm coating of indium cor
responds to 2.6 x 10"5 K/W, which is several orders of mag
nitude less than the difference in the contact resistances. 
Therefore, the decrease in the enhancement for the data of 
Kang et al. (1990) and this investigation must be the result of 
some other phenomenon. 

One possible explanation for this results from the coating 
process and equipment used, which was identical to that used 
by Kang et al. (1990). For coating thicknesses in excess of 0.7 
^m, it became necessary to vent the vacuum chamber and 
replenish the depleted coating material source. When the cham
ber was vented, the sample and coating were exposed to the 
atmosphere such that a very thin oxide layer may have formed. 
This oxide layer then may have hindered the adhesion of the 
subsequent coating layer as well as increasing the overall mi-
crohardness of the coating. Also, the venting and evacuating 
of the chamber may have resulted in thermal cycling and cor
responding thermal stresses resulting from the different coef
ficients of thermal expansion for the substrate and coating 
materials. If the stresses became too great, poor adhesion of 
the coating to the substrate might result. Another possible 
phenomenon may have resulted from the deposition equipment 
and procedure. The source temperature, which was controlled 
by optical sighting of the source, determines the vapor pressure 
of the coating material and resulting evaporation rate. Holland 
(1958) discussed that for slow rates of deposition it was noted 
that larger amounts of film granulation occurred and hindered 
the development of a fully connected homogeneous structure. 
This would imply that the contact conductance might be lower 
than the theoretical value due to microscopic resistances. 

It also should be noted that the theoretical model of An
tonetti (1983) contains no mechanism by which the enhance
ment would decrease for increasing layer thickness, assuming 
a softer coating is applied to a harder substrate and the thermal 
conductivity of the coating is not significantly lower than that 
of the substrate. The model followed the trends of the exper
imental data obtained by Antonetti (1983), an asymptotically 
approaching maximum. This was also a basic assumption in 
the development of the empirical correlation used in this in
vestigation, which also does not contain any mechanism for a 
decreasing enhancement. 

The ambient microhardness testing resulted in values (at all 
indentor loads) of 125 kg/mm2 for the OFHC copper sample, 
16 kg/mm2 for Set I superconductor samples and 10 kg/mm2 
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for Set II samples. The temperature-dependent results for the 
OFHC copper sample are presented in Fig. 9 for three different 
tests along with the tensile strength as reported by Teed (1950). 
An overall increase in the microhardness of approximately 35 
percent is seen as the temperature decreased from ambient to 
85 K. As the microhardness is used extensively in modeling 
the thermal contact conductance of contacting surfaces, this 
illustrates that the temperature at which the microhardness is 
tested must reflect the surface temperature in experimental 
testing or in applications. 

Conclusions and Recommendations 
Experimentally, it has been demonstrated that the thermal 

contact conductance between interface pressures of 200 and 
2000 kPa of a normal state BiCaSrCuO superconductor/cop
per interface at cryogenic temperatures can be enhanced by 
vapor-deposited lead and indium coatings, with the overall 
magnitude of enhancement being greater for the indium coat
ings. An empirical correlation for predicting the thermal con
tact conductance of a coated interface was developed that 
compared favorably with test data from Antonetti (1983) and 
somewhat favorably at thin layer thickness values with test 
data obtained in this investigation. This correlation offers sev
eral advantages over previously developed theoretical models, 
primarily in the relative ease with which the model may be 
applied. The model is a modification of an existing uncoated 
correlation and requires only a knowledge of easily obtainable 
parameters: the surface roughnesses, thermal conductivities, 
and microhardness values. 

The effect of temperature on the microhardness of OFHC 
copper was also experimentally determined and found to in
crease by approximately 35 percent as the temperature was 
decreased from 300 to 85 K. This demonstrates the importance 
of the microhardness measurements reflecting the actual sys
tem conditions in experimental testing or in applications where 
a correlation containing the microhardness is to be used to 
model the system. 

Further work must be performed to verify and refine the 
empirical parameters used in this investigation. A more fun
damental understanding of the thermal constriction effects 
parameter used herein would be beneficial to any further work 

utilizing this method. Presently, the model has only been com
pared with lapped and bead blasted surfaces, and as a result, 
further data will be required to determine whether the as
sumptions are valid for other types of surface finishes and 
load ranges. 

Additionally, understanding the effect of temperature on 
the microhardness of the coating materials would be beneficial 
in determining the range of applications for these coatings. 
This also implies that the effects of the temperature at initial 
loading and at increases in the interface load are of interest 
since the contact conductance of surfaces initially brought 
together at room temperature would be different from that of 
surfaces at cryogenic temperatures. 

Several possible problems and unexplained phenomena have 
been uncovered during the course of this investigation. These 
have been almost exclusively directed toward the method used 
to vapor deposit the metallic coatings. An experimental pro
gram may be necessary to determine the entire range of effects 
upon the thermal contact conductance resulting from the vac
uum chamber venting and evacuating cycle for thicker coat
ings. Specifically, the possible formation of oxide layers during 
the venting/evacuation cycle and the adhesion capability of 
layers applied to this oxide layer need to be addressed. Also, 
the effect of variations in the source and substrate temperatures 
should be investigated to determine its effect on the layer 
formation structure and the corresponding microhardness 
characteristics of the layer. 
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Solidification of an Aqueous Salt 
Solution in a Circular Cylinder 
The situation of one-dimensional, transient inward solidification of a binary solution 
in a circular cylinder is studied numerically. The solution is assumed to be of a 
hypoeutectic initial concentration and to be initially at a superheated temperature 
above its initial melting point temperature. The boundary temperature of the cylinder 
is below that of its heterogeneous nucleation temperature and no supercooling occurs. 
The boundary temperatures and final solution concentrations are assumed to be 
above and below, respectively, the eutectic point of the solution. The finite difference 
numerical model predicts the time for the radial formation of the mush type of ice 
to reach the center of the cylinder and the time for the entire cylinder to reach the 
cylinder boundary temperature, based upon the assumptions of negligible diffusion 
and convection of solute during solidification. The results reveal that closure times 
are significantly increased for the solutions compared to pure water due to decreased 
conductivity of the mush compared to ice. 

Introduction 
The solidification of aqueous electrolyte solutions is a proc

ess that has important applications in many fields of interest, 
including antifreeze materials, biological purification, ice me
chanics, oceanography, and heat exchanger design. At solute 
concentrations below the eutectic point (hypoeutectic) the sol
vent begins to solidify as the temperature is decreased, resulting 
in a mixture of liquid solution and solid solvent in the partially 
solidified region, called mush. 

The coexistence of liquid and solid in a mush form represents 
a porous medium and, in the case of forced or gravity-driven 
flows, the flow characteristics of the porous medium must be 
incorporated as part of a detailed numerical model (Neilson 
et al., 1990). Even though detailed numerical energy models 
attempt to model flow in the porous matrix, ice frequently has 
anomalous crystallization and growth characteristics, which 
may foil attempts to compare numerical results with experi
mental results (Szekely and Jassel, 1978; Neilson et al., 1990; 
Christenson et al., 1989). 

The presence of any solute decreases the freezing (melting) 
point temperature of the solvent, such as water, according to 
its phase diagram. Such is the case for a binary, eutectic form
ing, solution of sodium chloride and water whose eutectic point 
is approximately 23.3 percent by weight of sodium chloride at 
-21.1°C. The decrease in freezing point temperature along 
with the lower thermal conductivity of liquid water than that 
of solid ice decreases the solidification rate from that of pure 
water to ice. In the inward solidification of a solution in a 
circular cylinder, for example, the closure of the cylinder with 
porous mush is accomplished when the liquid at the centerline 
of the cylinder reaches the freezing point of the liquid at its 
original concentration, if it is assumed that the mush region 
does not reject solute ahead of the phase change boundary as 
the solvent partially solidifies. 

Under certain physical arrangements, when a concentrating 
solute in the mush region has an increasing density, the solute 
may not be rejected from the mush region across the phase 
change boundary, as is the case for upward, vertical solidifi
cation for some salt solutions (Braga and Viskanta, 1990), 
though buoyancy-driven mass transfer may occur with the 
mush. If the thermal diffusivity of the solution is greater than 
the mass diffusivity of the solute in the solvent, then the solute 
should not be rejected ahead of the mush boundary. If the 
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density of the solution increases as the solute concentration 
increases in the mush region, a buoyancy-driven flow can occur 
and be of a much greater magnitude than diffusive mass trans
fer. In the case of a water solution, the decreased density of 
the ice crystals formed may also reject part of the solute at a 
greater rate than from diffusion alone. For a density changing 
solute in the mush region where the mush boundary is vertical 
or downward, the rejection of the greater density solution can 
be significant (e.g., Fang et al., 1984), although the buoyancy-
driven rejection of solute rich solution from the mush region 
to the liquid region is affected by the solidification rate. 

Under the assumptions of an invariant density and one-
dimensional, radially inward solidification in a cylinder, a 
numerical model is presented to compare the relative solidi
fication rates of sodium chloride and water solutions to that 
of water at two initial solution temperatures and two boundary 
temperatures. 

Numerical Model 
The numerical model is based upon conservation of energy 

in the cylinder in one dimension, the radial direction. It is 
assumed that the solute is rejected from the freezing solid 
crystals only locally,and the mass-averaged concentration of 
solute in the cylinder remains constant for both the liquid and 
two-phase (mush) regions. This presumes that the solute is not 
rejected ahead of or along with the solidification (phase change) 
boundary by either diffusion or gravitational forces, as is the 
more probable situation at low solidification rates as in pu
rification types of solidification processes. The thermal dif
fusivity of salt water solutions is nearly one hundred times that 
of the mass diffusivities (Braga and Viskanta, 1990) and, as 
such, the solidification process should be conduction domi
nated. The assumption that solute will not be rejected out of 
the solidifying two-phase region is not absolutely correct, for 
it ignores density change effects in the solute when the solvent 
solidifies and concentrates the remaining solute. The assump
tion is made, though, that the densities of the solid, liquid, 
and two-phase (solid solvent and concentrated solute) region 
are equal and constant. It is further assumed that the energy 
(heat of solution) required to segregate the solvent from the 
solution to enable the formation of the solid solvent is neg
ligible. It is also assumed that any energy associated with forc
ing the solute from the mush region during crystallization is 
negligible. The model simplifies to the extent that heat and 
mass transfer by convection are nonexistent. 

The thermophysical data used in the model are those of a 
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sodium chloride and water solution. The hypoeutectic liquidus 
curve for a sodium chloride and water solution was used to 
define the initial freezing point temperature of the solution. 
All boundary temperatures of the cylinder are above the eu-
tectic temperature (-21.1°C) and initial salt concentrations 
modeled are below the eutectic concentration. The ice crystals 
formed are assumed not to incorporate ions into the crystals 
and, hence, the fraction of ice formed is only a function of 
concentration at a given temperature and the initial solution 
concentration as 

Table 1 Inlet and boundary conditions 

/= 
C(T)-C0 

C(T) (1) 

where C(T) is the concentration as a function of freezing point 
temperature from the liquidus curve, where the relationship is 
approximated as a quadratic function of temperature as 

C(T) = aa + alT+a1T
2 (2) 

The thermophysical properties of the mush region are simply 
modeled as a linear function of the mass fraction of ice, / , 
and concentrated solution in the mush region, except for den
sity, which is assumed invariant in all phases and at all loca
tions. With these assumptions and definitions the normalized 
energy balance in the mush region and the liquid region can 
be written, respectively, as 

1 df) 86 
(tf-1) 

df 
dt 

+ l - r - r L 

de 
dr 

Ste dt dt 

= W-\)± - +(/(*; _ i )+l r dr 

+ {f(kf-l) + \ 
(Pe 
dr2 (3) 

and 

1 9 361 
(4) m 

dt ~ r dr \ dr 

The dimensionless boundary conditions for the cylinder are 

(5a) 

(5b) 

(5c) 

d(rw,t) = 

6(rf,t) = 

de 
T - (0, 0 
dr 

de 
kt—(rf,t) = ks 

and the initial conditions are 

e(r,0) = 

n = 0 

- 1 

• 0 

= 0 

de 
dr 

o0 

('/. 0 (5d) 

(6a) 

(6b) 

The governing equations used for the pure water solidifi-

Simulation 
No. 

S1 

S2 

S3 

S4 

S5 

S6 

S7 

S8 

S9 

S10 

S11 

S12 

(% wt) 

0 

3.4 

5.0 

J!SL 
0.0 

23.0 

0.0 

23.0 

0.0 

23.0 

Tw 

-10.5 

-20.0 

-10.5 

-20.0 

-10.5 

-20.0 

-10.5 

-20.0 

-10.5 

-20.0 

-10.5 

-20.0 

T, 

0 

-2.04 

-3.05 

Ste 

0.126 

0.240 

0.126 

0.240 

0.101 

0.215 

0.101 

0.215 

0.089 

0.203 

0.089 

0.203 

9„ 

0 

0 

2.19 

1.15 

0.24 

0.11 

2.96 

1.39 

0.41 

0.18 

3.50 

1.54 

cation cases are similar. For the solid region the dimensionless 
energy equation becomes 

ae 
dt~~ 

a,- d 

at dr 
(7) 

The governing equation for the liquid region is identical to 
Eq. (4), except that the properties for the liquid are those of 
pure water. The boundary condition, at the phase change 
boundary, in dimensionless form is 

de 
dr'' 

i de otjpjhif 

~kf~dr + ~(Ty 
dr 

(8) 
Tw)k, dt 

For the case of solidification in the sodium chloride-water 
system Eqs. (3) and (4) are solved using an explicit finite dif
ference method, solving for 6 in the liquid region and e a n d / 
in the mush region, using the functional form of / i n terms of 
0as 

/ = a0 + a, ( 7>+ (2>- Tw)6} + a2{ TJ + 27)(7)- Tw)6 

+ (Tf-Tw)2e2} (9) 

The computational region was evenly divided into a finite 
number of elements, or rings. As the temperature of each 
element decreased to the freezing point of the particular so
lution, the element was considered to be either frozen for the 
pure water cases, or mush for the case of a salt water solution, 
for which the mass fraction of solid in the element was then 
calculated and recalculated at each time step from Eq. (9), 
according to the temperature of the element. For the case of 
pure water solidification the same finite difference scheme is 
used to determine 6 in the solid and liquid regions from Eqs. 
(7) and (4). Equation (8) was used to calculate the solidification 
rate, dr/dt. 

a = 
c = 
C = 
f = 

F = 
Fo = 

hif = 
k = 
Q = 
r = 

Ste = 

constant, Eq. (2) 
specific heat 
solution concentration 
mass fraction of solid in two-
phase (mush) region 
integrated value of/, Eq. (10) 
Fourier number = alt/r

2
w, 

identical to / 
heat of fusion of solvent 
thermal conductivity 
heat removed from solution 
radial coordinate, dimension
less coordinate = r/rw 

Stefan number = ct(Tf- Tw)/hjf 

T = temperature 
/ = time 

a = thermal diffusivity 
6 = dimensionless tempera

ture = (T- Tf)/(Tf- TJ 
eo = dimensionless initial tempera

ture = (T0 - Tf)/(Tf- Tw) 
0/ = dimensionless solidification (liq

uidus) temperature = T/ 
(T/-Tw) 

Subscripts 
c = closure with ice or mush 

/ = freezing, solidification, the liq
uidus condition 

/ = solid (ice) 
f = liquid 
o = initial condition 
5 = mush 
t = total value 

w = boundary (wall) condition 

Superscripts 
* = dimensionless quantity, nor

malized by the liquid property 
= dimensional quantity 
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Table 2 Ice mass fractions, dimensional closure times, and solidifi
cation rates 

Simulation 
Number 

S1 

S2 

S3 

S4 

S5 

S6 

S7 

S8 

S9 

S10 

S11 

S12 

Fc 

(%) 

100.0 

100.0 

100.0 

100.0 

43.4 

54.5 

47.6 

58.0 

38.2 

49.5 

42.0 

52.0 

to 
(mins) 

17.53 

12.07 

31.58 

21.85 

22.73 

20.80 

41.82 

34.85 

25.88 

23.00 

43.73 

36.20 

EQ/tc 

(kW) 

2.43 

4.00 

1.76 

2.80 

0.81 

1.49 

0.75 

1.26 

0.68 

1.21 

0.59 

1.23 

EQ/t, 
(kW) 

1.47 

3.16 

1.17 

2.31 

0.17 

0.19 

0.19 

0.20 

0.15 

0.18 

0.17 

0.19 

Fig. 1 Schematic of cylinder 

Solid or 
Mush 
Region 

Results 
The numerical model was used to simulate the one-dimen

sional radially inward solidification of pure water and 3.4 and 
5 percent by weight sodium chloride-water solutions. Both 
initial concentrations are below the eutectic concentration and 
both cylinder wall temperatures are greater than the eutectic 
temperature. Two different initial temperatures of 0°C and 
23 °C were modeled, which represents superheated temperature 
conditions for the salt solutions. A summary of the initial 
conditions for the simulations performed is shown in Table 1. 

The singularity of a below freezing point temperature at the 
cylinder wall at time zero was accommodated by assuming that 
a small mass of ice (solid) existed at the boundary at zero time. 
Since the boundary temperatures were assumed to be below 
typical heterogeneous nucleation temperatures of both the pure 
water and the NaCl water solutions, the effect of assuming 
that ice exists at the boundary at time zero should represent 
little, if any, error. 

As shown in Table 2, in terms of dimensional time, tc, the 
effect of the salt in the solution is to increase the closure time 
of the mush region over that of the growth of pure ice in pure 
water by 50-90 percent for T0 of 0°C, though the difference 
in closure times for the 3.4 and 5 percent NaCl solutions is 
only about 10 percent. The increase in closure time for the salt 
solutions relative to pure water for T0 of 23 ° C is approximately 
30-70 percent. The increase in closure times for the salt so-

0.8 

0.6 

0.4 

0.2 

0.14 

Fig. 2 Mass fraction of ice formed until closure for T„ of 
A C, = 0.0 percent, r„ = 0°C 
T C, = 0.0 percent, T0 = 23°C 
o C, = 3.4 percent, T0 = 0°C 
• C, = 3.4 percent, T0 = 23°C 
• C, = 5.0 percent, T0 = 0°C 
• C, = 5.0 percent, Ta = 23°C 

•10.5°C 

0.8 

0.6 

0.4 

0.2 

0.14 0.16 

Fo 
Fig. 3 Mass fraction of ice formed until closure for T„oi -20.0°C 

A C, = 0.0 percent, T0 = 0°C 
T C, = 0.0 percent, Ta = 23°C 
o C, = 3.4 percent, T„ = 0°C 
• C, = 3.4 percent, T„ = 23° C 
• C, = 5.0 percent, T0 = 0°C 
H C, = 5.0 percent, T0 = 23°C 

lutions is due to the depressed freezing point temperature of 
the solution and the decreased thermal conductivity of the 
mush relative to ice, which decreases the ice growth rate. The 
decrease in heat of fusion removal required for the center of 
the cylinder to reach the freezing point temperature for the 
mush system is not sufficient to offset the higher thermal 
conductivity and the higher total heat of fusion removal of 
the pure water system, even for the superheated temperature 
initial conditions. These opposing effects of decreased ice mass 
and decreased conductivity on closure time for the mush ice 
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simulations and the opposing effects of increased ice mass 
(total heat of fusion removed) and increased thermal conduc
tivity in the pure water/ice system are seen to be dominated 
by the increased ice thermal conductivity in the pure water/ 
ice system, since the phase-change boundary grows at a greater 
rate for the pure water/ice system. 

The effect of decreased cylinder wall temperature in de
creasing closure times is most significant for the pure water/ 
ice simulations. The decrease in closure times for the 3.4 per
cent NaCl solution from T0 of 23°C to T0 of 0°C is approx
imately 85 percent for T„ of - 10.5 °C and 67 percent for the 
case of T„ of -20.0°C. 

Shown in Figs. 2 and 3 are the total percent fraction of ice 
mass formed, F, until closure, when the value of F becomes 
Fc. The value of Fc for the pure water simulations (C, = 0.0 
percent) is, of course, 100 percent when the phase-change 
boundary reaches the center of the cylinder. The ice mass in 
the salt solution is, however, composed of concentrated solute 
in the liquid and ice crystals. As in the definition of ice mass 
fraction, / , in Eq. (1), the mass of ice is only a function of 
mush region temperature and initial concentration. The total 
mass of mush ice in the cylinder at any time is found by 
integrating / over the radius of the cylinder as 

fdr. (10) 
o 

The value of Fc at closure for the greatest initial salt concen
tration will be the smallest, for the same values of T0 and Tw. 
An interesting result shown in Figs. 2 and 3 is that the fraction 
of ice at closure, Fc, is greater for the higher value of T0 for 
both concentrations of salt, though the closure times are greater. 
The greater closure times for the higher value of T0 allow a 
greater amount of heat to be removed, resulting in a less steep 
temperature profile and hence a greater amount of ice mass 
to be formed. Ice mass fractions at closure are shown in Table 
2. 

The effect of the higher salt concentration, 5.0 percent, in 
the solution is to further decrease the growth rate of the phase-
change boundary over that of the 3.4 percent salt solution at 
the same initial temperature, shown in Fig. 2 for Tw of 
- 10.5°C. The dimensionless time is approximately 13 percent 
greater for T0 of 0°C for the 5.0 percent solution than for the 
3.4 percent solution. The increase, though, is only 3.5 percent 
for T0 of 23 °C. The increase in Foc for Tw of -20.0°C and 

T0 of 0°C is 9.3 percent, as shown in Fig. 3, and 2.8 percent 
for T0 of 23°C. The effect of increasing T0 from 0°C to 23°C 
is approximately to double the value of Foc. The effect of 
adding salt has a nonlinear increase in Foc where it appears to 
have an asymptotic effect of decreasing change in Foc with 
increasing C0. 

Shown in Table 2 are the values of the total heat removed 
from the cylinder at closure, EQC, and at the point when the 
temperature of the center of thecylinder reaches the wall tem
perature, EQ,. The ratios, ZQc/tctQc/t„ are used to represent 
time-averaged solidification rates. As discussed previously, the 
relatively large value of the thermal conductivity of ice com
pared to that of mush results in greater solidification rates for 
the pure water simulations than for the solution simulations. 

Concluding Remarks 
Numerical simulations of one-dimensional inward solidifi

cation of pure water and salt solutions in a cylinder were 
performed at different cylinder wall temperatures and initial 
liquid temperatures. The four times greater thermal conduc
tivity of ice compared to that of water and the solutions results 
in a time-averaged solidification rate to closure of the cylinder 
approximately three times greater for pure water than for the 
solutions. The effect of the greater thermal conductivity of ice 
results in an order of magnitude greater solidification rate 
during the time required for the center of the cylinder to reach 
the cylinder wall temperature. 
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elting Heat Transfer From a 
Horizontal Ice Cylinder Immersed 
in Quiescent Saline Water 
The melting characteristics of a horizontal circular ice cylinder immersed in quiescent 
saline water were determined experimentally. The experiments were carried out in 
3.5 wt°Io saline water for ambient liquid temperatures ranging from 2.8 to 20.3°C. 
It was observed that the flow consisted of a laminar bidirectional flow at the lower 
portion of the melting ice cylinder, and an upward turbulent flow at the upper 
portion of the cylinder, and that the melting ice surface was characterized variously 
by secondary flow caused by instabilities based on buoyancy forces in the boundary 
layer flow. It was also found that the melting heat transfer behavior was markedly 
affected by the character of the flow in the boundary layer. 

Introduction 
When an ice slab melts in saline water, complicated transport 

phenomena arise in the buoyancy-induced flow adjacent to the 
ice, due to the coupled effects of thermal and saline diffusion 
on the motion-causing buoyancy force, resulting in consid
erable added complexity. Neshyba (1977) suggested that the 
upwelling produced by melting icebergs could strongly influ
ence the supply of nutrients to Antarctic surface water. Free 
convection melting of a vertical ice surface immersed in saline 
water was analytically investigated by Marschall (1977), who 
obtained similarity solutions of the boundary-layer equations 
governing momentum, heat, and mass transfer by using a 
coordinate system fixed to the ice-saline water interface and 
then deriving an expression for the blowing velocity at the ice 
surface due to the melting. Huppert and Turner (1978) studied 
experimentally the effect of ambient stratification on the flow 
and transport adjacent to a vertical ice surface melting in sea 
water. Johnson (1978) determined some of the melting char
acteristics of a flat vertical ice slab immersed in saline water 
at a salinity level of 3.5 wt% for ambient temperatures ranging 
from - 1.08 to 24.4°C. He used a Schlieren system with dif
ferential thermocouples to determine flow direction. He re
ported that the flow was upward and laminar at low ambient 
temperatures, while at higher ambient temperatures, transition 
to turbulence took place. 

An extensive observation of the flow adjacent to a melting 
vertical ice surface in saline water was conducted by Josberger 
and Martin (1981). By illuminating suspended particles in the 
saline water and injecting dye to visualize the flow, they ob
served the flow characteristics near the ice surface for ambient 
temperatures ranging from -1.15 to 26°C. They found that 
for T; less than about 18 °C the flow near the ice surface was 
laminar and bidirectional near the bottom, while near the top 
of the vertical ice the flow was fully upward and turbulent. 
They also conducted some experiments at lower salinities of 
1.42 and 0.8 wt% for low ambient temperatures ranging from 

Contributed by the Heat Transfer Division and presented at the ASME Winter 
Annual Meeting, Dallas, Texas, November 25-30, 1990. Manuscript received 
by the Heat Transfer Division December 12, 1990; revision received April 29, 
1991. Keywords: Moving Boundaries, Natural Convection, Phase-Change Phe
nomena. 

0.05 to 1.8°C and reported that fully laminar upward flow 
was observed at both salinity levels. 

Carey and Gebhart (1982a) reported some numerical cal
culations for laminar buoyancy flows driven by thermal and 
saline transport arising near a vertical ice surface melting in 
saline water. They found that solutions were possible only to 
salinity level of 3.1 wt% at low temperatures and only at very 
low salinities at high temperatures. Carey and Gebhart (1982b) 
also reported results of a visualization experiment at S„ = 1.0 
wt°/o, in which time exposure photographs were utilized to 
visualize the fine details of the flow generated adjacent to a 
vertically melting ice surface. In addition, similar problems 
were studied extensively by Sammakia and Gebhart (1983), 
Johnson and Mollendorf (1984), and Qureshi and Gebhart 
(1986). Recently, Fukusako et al. (1990) presented experimen
tal results on steady-state heat transfer around a horizontal 
ice cylinder immersed in saline water at a salinity of 3.5 wt%. 

The purpose of this paper is to report some of the melting 
characteristics of a horizontal ice cylinder immersed in quies
cent saline water at a salinity level of 3.5 wt% for ambient 
temperatures ranging from 2.8 to 20.3°C. Flow visualization 
photographs for free convection flow adjacent to the melting 
ice surface obtained by illuminating suspended particles in 
saline water are presented. Local and average heat transfer 
coefficients at the ice-saline water interface were extensively 
determined using ice profiles measured from photographs of 
the ice layer. The experimental results for the average Nusselt 
numbers are compared with the experimental data from a 
normal circular cylinder without melting. 

Experimental Apparatus and Procedures 

Experimental Apparatus. A schematic of the experimental 
apparatus is depicted in Fig. 1. The apparatus consists essen
tially of a test section, heat exchangers, coolant-circulating 
system, and associated instrumentation. The rectangular test 
vessel measures 200 mm wide, 770 mm high, and 1000 mm 
long, and is made of transparent acrylic plate 10 mm in thick
ness, except for double glazing in the front. 

The copper concentric cylinder (28.6 mm o. d., wall thickness 
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Fig. 1 Schematic diagram of experimental apparatus 

1.5 mm, and length 200 mm), which was utilized to make a 
bubble-free ice cylinder, was placed horizontally at the center 
of the test section. As shown in Fig. 2, a coiled spring was 
inserted in the annular space in order to promote turbulence 
of the coolant (a mixture of ethylene glycol and water) cir
culating in the cylinder for high heat transfer rates. In addition, 
the temperature-controlled coolant was intensively spouted 
from many holes (3 mm dia) drilled through the inner cylinder 
wall. The coolant was circulated at a high velocity between the 
cylinder and a temperature-controlled bath with a prescribed 
temperature. The quite uniform surface temperature of the 
cylinder was confirmed as the inlet and outlet temperatures of 
the coolant at the cylinder were within about 0.1 °C of each 
other. 

The surface temperature of the cylinder was measured at 
90-deg intervals from the top of the cylinder using twelve 00.1 
mm chromel-alumel thermocouples. Ambient saline-water 
temperature was also measured at 50-mm intervals from the 

OUTLET 

© CONCENTRIC COPPER TUBE ® PAIR GLASS 

@ SPIRAL TURBULENCE PROMOTER © ACRYLIC PLATE 

© VINYL HOSE JOINT © RUBBER PACKING 

• THERMOCOUPLES 

Fig. 2 Detail of cooled cylinder 

bottom of the saline-water bath using nine 00.3 mm chromel-
alumel thermocouples. The salinity of the water was estimated 
by use of a salinity meter (Yokogawa SC8221-J). 

The coolant-circulation system consisted of a refrigerator 
(3.5 kW), coolant bath (400 liter), an agitator, and two cen
trifugal pumps. A mixture of ethylene glycol and water was 
adopted as a coolant. 

The flow pattern for free convection flow around the ice 
cylinder was visualized by mixing an aluminum powder of 
about 5 fim size into the saline water. A He-Ne laser (NEC-
GLG5800, 50 mW) was utilized as the light source, which was 
expanded to two-dimensional light beam by use of a lens. The 
length of the exposures for the streak photographs was between 
30 and 40 seconds. 

Experimental Procedures. Saline water of 3.5 wf7o salinity 
level was utilized as a testing liquid. The ambient saline-water 
temperature was varied between 2.8 and 20.3 °C. Saline water 
was a mixture of pure water and pure NaCl. 

First, a bubble-free ice cylinder was made in the bath filled 
with pure water by injecting air bubbles against the cooled 
tube from the air nozzles set at the bottom of the bath. In this 
process, thermocouples (0.1-mm-dia chromel-alumel) were 
successively embedded in the ice layer formed around the cooled 
tube at 5-mm intervals. After reaching a prescribed diameter 
of ice cylinder (60 to 70 mm dia), temperature-controlled saline 
water was introduced into the bath instead of the pure water. 
Special care was taken in introducing the saline water. The 
saline water was quite slowly introduced through three pipes 
(<f> 20 mm in diameter), which were connected to the bottom 
of the test section and whose nozzles were arranged horizon
tally along the bottom surface to minimize the effect of the 
fluid-spouting. When the fluid level arrives just below the 
bottom of the horizontal ice cylinder, the fluid supply was 
once stopped for few minutes. Then the fluid supply again 
started so that the fluid would arrive at the prescribed level 

Nomenclature 
a = thermal diffusivity, m /s 

A$ = local heat transfer surface, m2 

b = distance perpendicular to ice 
surface, m 

Di„ = initial diameter of ice cylin
der, m 

g = gravitational acceleration, 
m/s2 

hj, = local heat transfer coefficient 
defined in Eq. (2), W/m2K 

hm = average heat transfer coeffi
cient defined in Eq. (3), 
W/m2K 

L = latent heat of fusion per unit 
mass, J/kg 

Num = 

Nu* = 

S = 
t = 

T = 
TfP = 
T = 
-* so 

AT = 

X = 

average Nusselt number de
fined in Eq. (4) 
modified average Nusselt 
number defined in Eq. (5) 
concentration of salt, wt% 
time, s or min 
temperature, °C 
fusion temperature, °C 
freezing temperature of sol
vent in solution, °C 
temperature difference = 
1 oo 1 o* ^ 

average melting velocity de
fined in Eq. (6), m/s 

P = coefficient of thermal expan
sion, 1/K 

X = thermal conductivity, W/mK 
v = kinematic viscosity, m2/s 
p = density, kg/m3 

4> = angle measured from top of 
cylinder, deg 

Subscripts 
in = initial 

/ = liquid 
m = average 

max = maximum value 
o = ice surface 

oo = ambient 
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Fig. 3 Variations of temperature and salinity in saline-water bath: (a) 
T,„ = 2.8°C; (b) T,„ = 12.2°C; temperature: 90 mm{s), 350 mm (<D), 610 
mm ( O ); salinity: 90 mm ( e ) , 300 mm ( C ), 400 mm ( ® ), 610 mm ( O ) 
(length is distance from bottom of bath) 

above the ice cylinder. Then, the ice cylinder started to melt. 
The ice contour, flow pattern, and ice-surface feature were 
recorded successively via photography. 

Data Reduction 

Ambient Temperature and Salinity. The model investi
gated in the present experiment is melting heat transfer around 
an ice cylinder immersed in a quiescent liquid with uniform 
temperature and uniform salinity. To maintain uniform far-
field conditions, the mass of the saline-water tank was made 
quite large. Any artificial heating of liquid and controlling of 
salinity during the melting process were not carried out to 
prevent additional undesirable effects that would be introduced 
due to such handling. Figure 3 shows vertically local temper
ature and salinity distributions against the melting time at a 
horizontal distance of 250 mm from the center of the ice cyl
inder. It seems in the figure that the liquid temperature may 
be highest at the level of the ice cylinder. This is because the 
cooled saline water tends to flow downward and the melt liquid 
(mixture of melt water and saline water) tends to flow upward, 
as described in detail later. As the ice melts, salinity at the 
upper levels of the ice cylinder decreases, while salinity at the 
lower levels of the ice cylinder is invariant. This is due to the 
fact that the melt liquid flows upward (see Fig. 9): 

Through the present experiments it was observed that the 
maximum variation (relative ratio of variation to initial value) 
for ambient temperature was about 5 percent, while that for 
ambient salinity was about 3 percent during the melting proc
ess, as shown in Fig. 3. The temperature at 350 mm ( CD ) and 
the salinity at 300 ( © ) were adopted as the reference tem
perature (T„) and the reference salinity (S„), respectively. 

Determination of Heat Transfer Coefficient. A local ther
mal energy balance at the melting surface of the ice cylinder, 
which is at the fusion temperature, can be written as 

PiUdb/dO^h^Tn-T,,) (1) 

At any angular position </>, the local heat transfer coefficient 
h$ can be determined from 

h* = [PiL/(r„-T0)]- (db/dt)^ (2) 

Consequently, the average heat transfer coefficient hm can be 
written as 

The local melting velocity (db/dt)$ was evaluated by the ice 
contours, which were recorded successively through photog
raphy at designated time intervals. 
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Fig. 4 Temperature of melting ice surface 

Relationship Between Ice-Liquid Interface Temperature and 
Ambient Temperature. Josberger and Martin (1981) ob
served the liquid-solid interface temperature as a vertical ice 
plate melts within the saline water and found that the tem
perature was not constant, as for melting in pure water, but 
was a function of the ambient saline-water temperature. A 
similar phenomenon was obtained as a horizontal ice cylinder 
melts within quiescent saline water. The interface temperature 
measurements are presented in Fig. 4. The ordinate variable 
is the nondimensional interface temperature (Tso - T0)/(TS0 

- Tfp), where Tso denotes the freezing temperature of solvent 
in the solution. The abscissa variable is the temperature dif
ference between the ambient temperature T„ and freezing point 
Tfp. In the figure, the previous data (Josberger and Martin, 
1981) for turbulent boundary layer flow are adopted for com
parison. Figure 4 shows that (Tso- T0)/(Tso - Tfp) decreases 
monotonically from near unity when the ice is close to equi
librium with the ambient conditions to near zero for T„ -
TfP > 15°C. This can be explained by considering that the 
melt water causes a decrease in salinity of saline water just 
adjacent to the ice surface, which corresponds to an increase 
in freezing point. 

Results and Discussion 

Melting Phenomena of Ice Cylinder and Flow Pat
terns. Figures 5-8 show the variations of the ice-cylinder 
profiles and of flow patterns with time elapsed from the start 
of the experiment. The far-field temperatures are 2.8, 6.0,12.2, 
and 18.0°C, respectively. The deviation of the ice-liquid in
terface from the circular shape results from strong free con
vection effects. A representative ice profile through melting in 
all the experiments is that as the melting advances, a step (see 
Fig. 9) forms at the upper portion of the ice cylinder, and the 
flat area near the top of the ice cylinder tends to increase in 
size with an increase in far-field temperature Tx. It was ob
served in the range of the parameters covered that the location 
of the onset of the step might be between 40 and 75 deg (angle 
from the top of the ice cylinder) and that the step location 
tended to move downward with increasing far-field tempera
ture Tm as well as increasing initial ice-cylinder diameter £),„. 
Based on the above, the step probably results from the tran
sition of laminar to turbulent flow. 

As shown in Figs. 5-8, the flow patterns around the melting 
ice cylinder do not basically change as time elapses. Figure 9 
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Fig. 7 Melting Ice profile and flow pattern (To> = 12.2°C): (a) 4 min
elapsed; (b) 8 min elapsed; (c) 2 min elapsed; (d) 8 min elapsed
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Fig. 5 Melling ice profile and flow pattern (To> = 2.8°C): (a) 40 min
elapsed; (b) 80 min elapsed; (c) 15 min elapsed; (d) 60 min elapsed
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Fig. 8 Melting ice profile and flow pattern (T.. = .18.0°C): (a) 4 min
elapsed; (b) 8 min elapsed; (c) 2 min elapsed; (d) 8 min elapsed
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Fig. 6 Melting Ice profile and flow pattern (T.. = 6.0°C): (a) 20 min
elapsed; (b) 30 min elapsed; (c) 15 min elapsed; (d) 30 min elapsed

shows schematically the representative flow pattern. Along the
lower portion of the ice cylinder, the laminar velocity field is
bidirectional, consisting of a quite narrow upward inner flow
adjacent to the ice cylinder inside of a wider downward outer
flow. Along the upper portion of the ice cylinder, the velocity

field is unidirectional and upward turbulent flow above the
step, which probably results from the abrupt increase in heat
transfer coefficient at the transition point. At the level of
transition to turbulence, it appears that the turbulent diffusion
may transport both dilute saline water and upward momentum
away from the ice over a horizontal distance comparable to
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the thermal boundary layer thickness. This upward buoyancy
and momentum may overcome the downward buoyancy such
that the net result is an upward-flowing turbulent boundary
layer. Then, it seems that the resultant divergence between the
upward turbulent flow and the downward laminar therm~1 flow
may produce a horizontal jet of ambient saline water flowing
toward the ice cylinder (see flow patterns in Figs. 5-8). Similar
phenomena were observed by Josberger and Martin (1981) for
flow along a melting vertical ice plate.

The turbulent flow above the step separates from the ice
surface at a certain distance from the step, which causes the
flat area near the top of the ice cylinder to form, as shown in
Fig. 9. The melt water rate increases when the far-field tem
perature Too is increased, which leads to stronger upward dilute
water flow and to earlier separation. Then, the higher ambient
temperature results in a wider flat area near the top of the ice
cylinder.

Characteristics of Melting Ice Surface. There exists a con
centration (salinity) boundary layer as well as a thermal bound
ary layer adjacent to the ice cylinder. As a result, secondary
flows may occur and a variety of ice-surface characteristics
are observed, as shown in Fig. 10, in which the experimental
condition for Fig. lO(a) nearly corresponds to that for Fig.
6, while the condition for Figs. lO(b) and lO(c) corresponds
to that for Fig. 8. In addition, the photograph of Fig. lO(b)
is taken from obliquely below.

Portion From Step to Separation Point. As shown in Fig.
10 (a), the ice surface develops longitudinal grooves with reg
ular amplitude. The depth of the grooves increases with time;

SEPARATION
POINT

TRANSITION
POINT

Fig. 9 Flow model around melting ice cylinder

the neighboring grooves tend to interfere with each other and
finally they combine, resulting in grooves with irregular am
plitude and depth. The grooves probably result from the onset
of the secondary flow within the upward turbulent flow. The
onset mechanism of the secondary flow will be now considered
using Fig. 11 (a).

As shown in Fig. 11 (a), a concentration boundary layer DC
is much smaller than the thermal boundary layer Ot and exists
adjacent to the ice cylinder. The buoyancy force in the layer
DC is upward (P < Pm.x), while the buoyancy force in the layer
(Ot - Dc) is downward (Pmax > P > Poo)' In the present portion
the upward buoyancy may overwhelm the downward buoyancy
such that the secondary flow takes place.

Portion Be/ow Transition Point. In this portion the melting
ice surface is smooth for the lower ambient temperatures. As
Too increases, some amplitude waves with smooth crests are
observed, as shown in Fig. 10 (b). This may be interpreted in
terms of the bidirectional structure of the boundary layer flow.
Figure 11 (b) shows schematically the onset mechanism of the
secondary flow. The flow is upward in the layer Dc, which is
potentially stable (P < Pm•.), while there exists the maximum
density in the layer between Dc and Ot (Pm.x > P > Poo), which
destabilizes the downward laminar flow. Therefore, the bi
directional flow is stable for the lower Too, while the flow
becomes unstable with increasing Too and the onset of the
secondary flow takes place, thus resulting in the uneven ice
surface.

Portion Above Separation Point. The melting ice surface
is quite similar to a surface scooped out by a spoon. Figure
lO(a) shows the somewhat circular depressions on the narrow
flat area at the top of the ice cylinder. In Fig. lO(c), it is
observed that a wider flat area with a number of depressions
distributed on the ice surface is formed. As shown schemat
ically in Fig. 9, the fluid in this portion is potentially unstable
because dilute saline water exists adjacent to the comparatively
flat ice surface. Thus, the onset of secondary convection ap
pears to result in the uneven melting ice surface.

Heat Transfer Characteristics

Local Heat-Transfer Characteristics. Figures 12 and 13
show the variation of the local heat transfer coefficient using
the elapsed time as parameter. The abscissa is the angle cf> from
the top of the cylinder. Figure 12 is for ambient saline-water
temperature Too of 6°C. As expected from the flow pattern in
Fig. 6, the heat transfer coefficient is maximum at the portion
just above the transition point and decreases abruptly at the
portion below the transition point. Smaller values of the heat
transfer coefficient at the portion below the transition point
probably result from the smaller upward velocity based on the
small melt rate due to small temperature difference between
the ice surface and the ambient fluid. As the melting time

( 0 ) ( b ) ( c )

Fig. 10 Characteristics of melting Ice surface: (a) Tm = 6.0°C, 15 min
elapsed; (b) Tm = 17.0°C, 20 min elapsed; (c) Tm = 17.0o C, 15 min elapsed
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Fig. 11 Instability of flow adjacent to ice cylinder 
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Fig. 12 Local heat transfer coefficient distribution 

elapses, the step (transition point) tends to move downward. 
This is attributed to the fact that the heat transfer at the upper 
portion of the ice cylinder is greater than that at the lower 
portion of the ice cylinder. 

Figure 13 is for the higher ambient saline-water temperature 
T„ of 18°C. As estimated from the ice profile (see Fig. 8), the 
heat transfer coefficient is small at the portion above the sep
aration point, attains a maximum between the separation point 
and the transition point, and decreases monotonically down
ward. Furthermore, the values of the heat transfer coefficient 
at the portion above the transition point are greater than those 
at the portion below the transition point. This is explained by 
considering that the large temperature difference between the 
ice surface and the ambient fluid results in the large melt rate, 
which causes higher velocity of the dilute saline water. As the 
melting time elapses, the position at which the heat transfer 
coefficient becomes maximum tends to move upward, which 
corresponds to movement of the separation point. 

Average Heat Transfer Characteristics. By adopting the 
initial ice cylinder diameter Din as the reference length, one 
defines an average Nusselt number as follows: 

Num = hmDin/\, (4) 

where the thermal conductivity A/ is the arithmetic mean value 
(\> + A<»)/2 of the interface and the ambient. In the present 
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Fig. 13 Local heat transfer coefficient distribution 

180 

experiments, the ambient saline-water temperature Ta ranged 
from 2.8 to 20.3 °C and the initial ice-cylinder diameter was 
in general between 60 and 70 mm. Then, a modification is 
necessary since the initial ice-cylinder diameter is not always 
the same through the experiments. The Nusselt number was 
divided by (DJD0)

VA (Cheng etal., 1981, 1988; Saitoh, 1976), 
since the Nusselt number as defined by Eq. (4) is proportional 
to the reference length to the 3/4 power in the range where 
the boundary-layer approximation is valid. One defines the 
modified average Nusselt number by the following expression 

Nur„ = Nu,n/(Din/D0)
3 

(5) 

where the reference diameter was taken as D0 = 100 mm to 
compare with the previous data (Fukusako et al., 1990; Saitoh, 
1976). 

The results are presented in Fig. 14. The ordinate denotes 
modified average Nusselt number Nu,*„ while the abscissa 
denotes temperature difference between the ambient and ice-
cylinder surface A7 ' (=7 '„ - T0). In the figure, the experi
mental results both for steady-state heat transfer around the 
ice cylinder (solid line) (Fukusako et al., 1990) and for melting 
heat transfer of the ice cylinder in pure water (dotted line) 
(Saitoh, 1976) are also shown for comparison. Examination 
of the figure reveals that for AT < 13 °C the N\i*„ increases 
monotonically with increasing AT, while for AT > 13°C 
Nu„ tends to approach a constant value. This probably results 
from the increased flat area near the top of the melting ice 
cylinder. It is of interest that for AT < 13 °C the present 
Nu,^ is in good agreement with that for steady state without 
melting. 

Melt Rate Characteristics. The melting velocity is generally 
adopted as a measure of the melt rate. Utilizing the local 
melting velocity (db/dt)$, the average melting velocity X is 
defined as 

(6) X=YA (M/dO^/J^A* 

Figure 15 shows the average melting velocity X versus the 
temperature difference AT (=T„ - T0). In the figure, the 
data for the vertical melting ice plate (Josberger and Martin, 
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1981) are also presented for comparison. From the figure, it 
is clearly seen that the melting velocity X increases linearly 
with an increase in AT. The present data are somewhat greater 
than those for the vertical ice plate. One of the reasons for 
this fact is that at least for the horizontal ice cylinder there 
occurs a flat portion near the top of the cylinder where the 
heat transfer increases unexpectedly due to the onset of the 
secondary flow (see Figs. 7,8, and 10). 

Conclusions 
The melting heat transfer characteristics of a horizontal cir

cular ice cylinder immersed in quiescent saline water were de
termined. The following conclusions may be drawn within the 
parameters covered: 

1 The flow pattern around the melting ice cylinder is quite 
complicated. At the lower portion of the ice cylinder the lam
inar velocity field is bidirectional, consisting of a narrow up
ward inner flow adjacent to the ice cylinder inside of a wider 
downward outer flow. 

2 The laminar upward inner flow becomes turbulent down
stream. Above the level of transition to turbulence, the tur
bulent velocity field is unidirectional and soon separates from 
the ice surface. Increasing ambient temperature lowers the 
location of transition to turbulence. 

3 At the transition point a step is formed and at the sepa
ration point a profile with somewhat sharp corner is observed. 
Above the separation point a flat surface is formed and its 
area increases with increasing ambient temperature. 

4 A variety of ice-surface features are observed, depending 
on the flow characteristics adjacent to the ice surface. At the 
upper portion of the ice cylinder, longitudinal grooves with 
regular amplitude are formed by the secondary flow. 

5 The melting velocity increases linearly with an increase in 
ambient fluid temperature. 
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Differential Methods for the 
Performance Prediction of 
iultistream Plate-Fin Heat 
Exchangers 
Use of traditional methods of rating can prove inaccurate or inadequate for many 
plate-fin heat exchanger applications. The superiority in practical situations of dif
ferential methods, based on dividing the heat exchanger into several sections and a 
step-wise integration of the heat transfer and pressure loss functions, is discussed. 
Differential methods are developed for counterflow, crossflow, and cross-counter-
flow heat exchangers. The methods developed also avoid iterations at the section 
level calculations. Design of computer algorithms based on these methods is outlined. 
Two computer programs developed using the methods are presented and the results 
for a few typical cases are discussed. 

1 Introduction 
Plate-fin heat exchangers are widely used in cryogenic and 

aero-space applications where their traditional advantages, viz., 
compactness, low weight, high efficiency, and ability to handle 
multiple streams, remain unmatched by any other type of ex
changer. Feed gas precoolers used in cryogenic process industry 
are often designed for Ntu = 50, and provide excellent cold 
recovery from the outgoing streams. The high performance 
delivered by and expected from these exchangers puts an equally 
high premium on the performance prediction methods used in 
their design. For example, the feed air precooler in a cryogenic 
air separation unit underperforming by only about 3% would 
have vast consequences for the entire plant. Thus the usage of 
accurate and reliable performance calculation methods is the 
key to successful design. The following sections describe some 
methods developed and used by the authors and the devel
opment of algorithms for performance prediction using them. 

Considerable literature already exists on the design and per
formance prediction of plate-fin heat exchangers. Excellent 
introductions, dealing with all aspects of design and construc
tion, are available, such as those of Lenfestey (1961) and Shah 
(1983a); aspects of design such as surface selection, optimi
zation, sizing, and rating have been dealt with thoroughly by 
Shah (1983b), London (1983), and Kern and Kraus (1972). 
However, as also pointed out by Haseler (1983), there are not 
many publications dealing with practical situations where: there 
are more than one hot and one cold stream; variation in 
thermohydraulic properties of streams may be pronounced; 
accommodation of multiple streams results in a different flow 
length for each stream, etc. The authors could find only a few 
earlier attempts, viz., Denton and Ward (1960), Prasad and 
Gurukul (1980, 1987), and Weimer and Hartzog (1977). Spald
ing (1983) lists a few others, though in a different context. All 
the above factors have a considerable impact on the overall 
performance of the exchanger, and methods that do not take 
them into consideration may not provide a reliable perform
ance prediction. 

2 Qualities Desirable in Performance Prediction 
Methods 

The following qualities would be highly desirable in any 
performance prediction method: 
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(i) Accuracy and Reliability. The method should be ac
curate, i.e., the temperature and pressure loss figures predicted 
by it should not differ significantly from those of the exchanger 
after it is built. This makes the method reliable for refining 
and optimizing the design. Reliability also means that the al
gorithm using the method should never fail, i.e., it should not 
"crash"; if failure is inevitable under certain situations, the 
user should at least be warned beforehand. 

(ii) Detail and Versatility. Detail is a very important char
acteristic. The method should be capable of providing the user 
with a detailed picture of the variation of important process 
parameters such as temperatures, pressures, Reynolds num
bers, heat transfer coefficients, etc., throughout the exchanger. 
This is invaluable in optimization of design through stratagems 
such as (1) changing fin surface at an intermediate point; (2) 
varying flow cross sections; (3) varying entry/exit locations, 
etc. In addition, versatility involves ability to account for such 
secondary effects as (1) longitudinal conduction; (2) flow mal
distribution; (3) stacking patterns, etc. This in turn makes the 
method more accurate. 

(Hi) Modularity. The method should be modular, i.e., it 
should consist of a series of logical steps ending in the per
formance prediction. Modular methods can be programmed 
easily and quickly, and the resulting program is often very 
structured and flexible, allowing easy enhancements in the 
future. 

(iv) Compactness and Speed. Compact programs have 
greater portability and can be implemented on small personal 
computers with limited resources. Compact programs usually 
run faster as there is less code to be executed. Carefully de
signed algorithms for fast convergence of iterations further 
improve speed. Both compactness and speed have a positive 
impact on design cycle time and cost. 

3 Differential Versus Integral Methods 
The authors define an "integral" method as one in which 

the heat exchanger is treated as an integral whole and ther
mohydraulic properties of process streams (specific heat, den
sity, viscosity, thermal conductivity, heat transfer coefficient, 
and friction factor) are considered essentially invariant at their 
"mean" values. The mean values are usually made to corre
spond to a mean temperature between entry and exit temper
ature. Most methods appearing in the literature belong to this 
category. 
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As opposed to this, in a "differential" method, the heat 
transfer and pressure loss functions are integrated from one 
end to the other in a stepwise manner, incorporating the var
iation in thermohydraulic properties and the influence of sec
ondary effects at each step. Hence in addition to being more 
accurate and realistic, the differential method provides the 
designer with a very detailed insight into the status of various 
process parameters throughout the exchanger. 

It can be seen that the differential method scores over the 
integral method in reliability, accuracy, detail, and versatility. 
The integral method may be more compact and faster, mainly 
because it involves far fewer calculations, but this is more than 
offset by disadvantages in other qualities. The "blackbox" 
nature of integral methods is a major disadvantage, since the 
designer gets no information on process conditions between 
entry and exit. While integral methods are excellent platforms 
for studying heat exchanger design theory, they often fall short 
of providing reliable and satisfactory solutions in practical 
situations. 

The following equations form the basis of relations to be 
developed in subsequent sections: 

h=JCpG(Vry 

q = C(Tia-Tmi) = hA 
-* in ~r~ -* ot 

G = S h,A, 

= S h'A' 
-* in,/' "t" •* out,/ 

AP = 
G2Lf 

2gcprh 

(1) 

(2) 

(3) 

(4) 

4 Performance Prediction of Counterflow Heat Ex
changers 

Feed gas precoolers in the cryogenic process industry typify 

1 a 3 N 

Th,out 

Tc,out 

HOT END COLD END 

Fig. 1 Counterflow heat exchanger divided into W sections 

the usual counterflow exchanger design problem. These are 
essentially balanced counterflow exchangers with a hot feed 
stream exchanging heat with several return product streams. 
The feed stream cools to almost its dew point at the cold end. 
Flow regimes may change from laminar at the hot end to 
turbulent at the cold end; temperature ranges are a few hundred 
degrees Celsius; very low pressure loss is permitted and very 
close temperature approaches (<4°C) are demanded between 
hot and cold streams to achieve maximum cold conservation. 
Accuracy, reliability, detail, and versatility are needed to 
achieve a competitive design. 

Figure 1 shows an ideal two-stream counterflow exchanger 
divided into a large number of sections along its length. Ther
mohydraulic properties of streams are considered invariant in 
the exchanger. The temperature ranges in the 1st section are 

At,, 

Atr 

(UA)ATl 

NCh 

(UA)ATi 
NCC 

(5) 

(6) 

The temperature difference between hot and cold streams 
at the end of the first section and the beginning of the second 
section is 

N o m e n c l a t u r e 

A = net effective surface area of 
stream = Ap + r)As, m2 

Ac = free flow area of stream, m2 

Ap = primary surface area of 
stream, m2 

As = secondary surface area of 
stream, m2 

C = capacity rate of stream = 
m cp, kJ/Ks 

Cmin = lesser of the two net capac
ity rates Ch and Cc, kJ/Ks 

cp = specific heat, kJ/kgK 
/ = Fanning friction factor 
g = gravitational constant, m/s2 

G = mass velocity of stream = 
m/Ac, kg/m2s 

h = heat transfer coefficient of 
stream, kJ/s m2 K 

j = Colburn j factor = St-Pr2/3 

L = effective flow length of 
stream, m 

m = mass flow rate of stream, 
kg/s 

n = number of streams in ex
changer 

nh = number of hot streams in 
exchanger 

nc = number of cold streams in 
exchanger 

N = number of sections in ex
changer 

AP = pressure loss of stream, Pa 
Pr = Prandtl number 
q = quantity of heat transferred 

from stream, kJ 
Q = net quantity of heat trans

ferred, kJ 
AQ = quantity of heat transferred 

in section, kJ 
AQnax = maximum heat transfer pos

sible between hot and cold 
stream, kJ ' 

rh = hydraulic radius of surface, 
m 

Re = Reynolds number 
St = Stanton number 
T = temperature, K 

AT = net temperature differential 
between warm and cold 
streams at near end of sec
tion, K 

At 

(UA) 

e 

n 
p 

= 

= 

= 
= 
= 

temperature range of stream 
in section, K 
overall heat transfer rate in 
section, kJ/Ks 
exchanger effectiveness 
fin efficiency 
density, kg/m3 
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AT2 = AT l - ^ d / Q - l / Q ) 

and temperature ranges in the second section will be 
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Each set of temperature ranges constitutes a geometric series; 
summing the series, and allowing N to increase to infinity, 

(ThM- T M u t ) = ^AT»\ [1 - g ^ d / P c - 1 * * ) ) ( 1 3 ) 

(Tc,0Ut-ThM) = CAT^ n-e^ycc-uch)] (14) 

ATce = AThee
UM[/c^l/c^ (15) 

When the calculation starts from the cold end, the above 
equations take the form 
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Equations (13)-(18) have not been previously derived in this 
form and fashion. While Kays and London (1964) use a geo
metric method to derive the effectiveness expression for coun
terflow, the present series summation approach effectively 
brings out the simplicity of relation between the variables in
volved; further, the effectiveness expression itself can be de
rived from Eqs. (13)-(18). The main advantage of these 
equations lies in the facility with which they can be used in a 
differential method, as will be brought out in the following 
sections. 

4.1 Application of Eqs (13)-(18) to Performance Predic
tion. Consider Fig. 1 again, now as a " r e a l " heat exchanger. 
Since temperature ranges in individual sections would be quite 
small, the thermohydraulic properties can be considered con
stant in each section with negligible error; Eqs . (13)—(18) can 
now be applied to each section starting from either the hot or 
cold end, based on suitably estimated temperatures for streams 
exiting at that end. The calculation proceeds in a stepwise 
manner to the other end. A comparison is made between pre
dicted and actual entry temperatures for the relevant streams 
and the calculation is repeated with corrected exit temperatures 
till a satisfactory match is obtained. The use of Eqs. (13)—(18) 
obviates the necessity for an iteration at the section level, and 
thus considerably speeds up the calculation as only one level 
of iteration has to be performed for the entire exchanger. 

4.2 Extension of Eqs. (13)-(18) to Multistream Ex
changers. The validity of Eqs. (13)—(18) can be extended to 
the case of multiple streams on either side if we can prove that 
they satisfactorily represent the behavior of hot and cold sides 
in a multistream exchanger. 

Ideally, a multipassage exchanger has to be analyzed in terms 
of the total number of passages rather than the total number 
of streams, as pointed out by Haseler (1983) also. In a multi-
passage plate-fin heat exchanger, in addition to transfer by 
convection to streams, heat is also transferred by conduction 
through the fins in the transverse direction. Since the transverse 
conductance is finite, surface temperature cannot be uniform 
through the depth of the exchanger core, and various models 
to determine this surface temperature profile have been de
veloped and applied by Chato et al. (1971), Haseler (1983), 
and Prasad (1990). However, a multipassage analysis usually 
leads to a large set of simultaneous equations, which must be 
solved to obtain the temperatures of streams and surfaces in 
each passage. When the numbers of sections and the number 
of passages in the exchanger are both large, such an approach 
is computationally daunting, and cannot be entertained except 
where very detailed performance is desired, or performance is 
expected to be strongly dependent on the stacking pattern. The 
effect of stacking pattern on performance of an exchanger is 
discussed in detail by Prasad (1990). 

One assumption that can be made at this point is that of 
constant surface temperature at any given cross section of the 
exchanger through the depth of the stack. The usage of this 
assumption eliminates the complications in the calculation, as 
the number of unknowns reduces to the respective stream tem
peratures and the surface temperature; it is tantamount to 
assuming an infinite heat conductance through the fins in the 
transverse direction. It has been shown illustratively by Wejmer 
and Hartzog (1977), and Prasad (1990), that with a good stack
ing pattern a performance close to that predicted by the above 
assumption can be obtained. A simple and effective method 
for achieving a good stacking pattern at the sizing stage itself 
is given by Suessman and Mansour (1979). In addition, the 
constant surface temperature criterion can be reasonably ap
plied to multistream exchangers in which streams on each side 
(/) do not have widely divergent entry temperatures; (//) dis
play comparable thermohydraulic properties, (Hi) the net tem
perature differential between hot and cold sides is small; (iv) 
the fin efficiencies are high; and (v) the number of passages 
in the exchanger is large (see Weimer and Hartzog, 1977). Since 
these conditions apply in most multistream plate-fin heat ex
changers in counterflow, further discussion here will be limited 
to the constant surface temperature model, for which the fol
lowing equations can be derived: 

2 M/7/+2 M/7"/ 
T, = -

5] M/+S h'A> 
(19) 

i = nh 

/ j njAjTinj 2_j "f-^Mout,/ 
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(20b) 

Equations (19) and (20) allow us to extend the utility of Eqs. 
(13)—(18) to multistream exchangers. In the general case of an 
exchanger with multiple hot and cold streams, the weighted 
mean entry temperature of streams (defined in Eq. (20)) en
tering at the far end is used for checking the iteration. Once 
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this is matched, Eq. (19) is used to predict the surface tem
perature for each section, and Eq. (2) for predicting the in
dividual stream temperatures using the above surface 
temperature. 

5 Design of a Computer Program for the Performance 
of Counterflow Heat Exchangers 

A possible scheme for the development of a computer pro
gram, based on the derivations in Section 4, is given below. 
The graphic postprocessor indicated in step 6 is optional, but 
the additional programming effort involved in providing such 
graphic user interfaces is more than offset by the facility they 
afford the user in reviewing results. 

Step 1. Read in entry and estimated exit temperatures, 
pressure and flow rate; read in density, specific heat, enthalpy, 
viscosity, and thermal conductivity versus temperature data; 
prepare thermophysical property arrays for interpolation—for 
each stream in the exchanger. 

Step 2. Read in fin data and "j" and " / " versus Reynolds 
number arrays; prepare arrays for interpolation; calculate pri
mary and secondary areas and free flow area—for each fin 
surface used in the exchanger. 

Step 3. Start at the first section at one end; obtain ther-
mohydraulic variables by interpolation; calculate temperature 
range and pressure loss; calculate entry conditions for next 
section; repeat until the other end is reached. 

Step 4. Compare predicted temperatures of streams en
tering at this end with actual entry temperatures; correct es
timated exit temperatures for them and iterate step (3) till a 
reasonable match is obtained. 

Step 5. Print a streamwise output report with section num
ber, entry and exit temperatures, Reynolds number, stepwise 
and net heat transferred, sectionwise and cumulative pressure 
loss, heat exchanger coefficient, fin efficiency, etc., with a 
succinct summary at the end. 

Step 6. On request, output graphs of above process vari
ables versus length on terminal and generate hardcopy on plot
ter. 

It is obvious that step (4) is the most critical in the calculation. 
The use of analytical iterative methods, such as the Newton-
Raphson, provides higher order convergence, but these cannot 
be conveniently applied in our case where the objective function 
(the difference between the calculated and actual entry tem
perature of the streams entering at the far end), cannot be 
derived in terms of the independent variable (the near end 
temperature) for the whole exchanger, because of the interim 
variation of thermohydraulic properties. Other slope-depend
ent methods such as the regula-falsi can also fail in particular 
cases, such as unbalanced exchangers, or when there is a pure 
stream condensing or vaporizing on one side. For these reasons, 
a numerical search method such as the Fibonacci or Golden 
section, which is not dependent on the slope of the control 
function, has to be employed. 

Even though the calculation can start from either the hot 
or the cold end, it is preferable to start from the end where 
the temperature differential between hot and cold sides is ex
pected to be greater. This sometimes becomes obligatory, as 
in the case of an unbalanced exchanger with a lower cold 
capacity rate, which will have practically identical cold and 
hot stream temperatures at the hot end (see Fig. 4); the cal
culation must be started from the cold end in this case, as the 
hot end temperature differential would be vanishingly small. 

The following are some additional features for the coun
terflow rating program. Additional refinements can include 
modules for the following, incorporated appropriately in the 
program: 

(i) Longitudinal Heat Conduction Through the Matrix of 
the Exchanger: In plate-fin exchangers, conduction is mainly 
through exchanger core between hot and cold ends. The surface 
temperature difference between hot and cold ends is the driving 
force, and it has the effect of flattening the temperature curves. 

(ii) Flow Maldistribution: The effects of flow maldis
tribution in given streams can be simulated by considering each 
section as consisting of several subsections in parallel, with 
variable flow rates across them. The predicted exit conditions 
for all subsections are then averaged to yield the exit conditions 
of the section. The variation in flow rates of the target streams 
can be tied to the expected maldistribution derived from header 
and distribution geometry and the fin geometry; for example, 
when interrupted fins such as serrated fins are employed, a 
passage-to-passage maldistribution model is usually suffi
ciently faithful, but in the case of others such as plain or 
herringbone fins, which form individual channels, a two-di
mensional maldistribution model similar to those described by 
Chiou (1980) needs to be developed. 

(Hi) Intermediate Entry and Exit of Streams: Thisisdone 
by initially calculating between which sections the stream is 
present; then the stream calculations are appropriately 
"switched on" in the active sections, possibly through the use 
of a boolean variable. 

(iv) Intermediate Change of Fin Type: This is similar to 
(Hi) above, and can be incorporated by maintaining a status 
list of current fin type for all streams and switching the fin at 
the appropriate location. This involves additional pressure 
change calculations at the location of change, which must be 
incorporated into the pressure loss calculation at that section. 

(v) Pressure Loss in Distributers, Headers, Fittings, and 
Internal Distributers: This can be attempted only after all 
exchanger design variables are frozen, i.e, number of individual 
cores in parallel, number of passages per stream, entry and 
exit locations and flow length of each stream, distributer fin 
orientations at entry and exit for each stream, fitting and 
header sizes, etc., are all fixed. Thus these modules can be 
incorporated in the program and "switched on" only in the 
final rating runs. Pressure losses in the distribution network 
have to be kept small in relation to core pressure loss to avoid 
serious maldistribution. 

(vi) Exchanger Volume and Weight: This assumes addi
tional importance in aerospace applications where often both 
need to be minimized. Hence a routine that provides details 
such as space envelope, orientational footprints, and detailed 
weight breakdown of each component in each stream needs to 
be developed. The can be switched on and off depending on 
need. 

6 Performance Prediction of Crossflow and Cross-
Counterflow Heat Exchangers 

The crossflow pattern is invariably used where a high heat 
transfer effectiveness is not necessary. Construction of cross-
flow exchangers is simple as headers can be located on all sides 
and internal distribution is minimal. Cross-counterflow ex
changers, with multiple passes on one side, offer higher per
formance, at the cost of relatively higher pressure losses on 
the multipass side. The simplicity of construction and attendant 
volume and weight savings makes crossflow and cross-coun
terflow design particularly attractive for aerospace applica
tions. 

Aircraft engine bleed air coolers are typical of this type of 
exchanger. Temperatures may range over several hundred de
grees Celsius on the hot side where high pressure losses are 
tolerated. Flow regimes are often turbulent. There are usually 
only two streams in the exchanger; both crossflow and cross-
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Fig. 3 Multipass cross-counterflow heat exchanger divided into WxAl 
sections, with NP passes on the multipass side 

Fig. 2 Crossflow heat exchanger divided into Nx N sections 

counterflow patterns are employed in design. Low volume and 
weight are mandated. 

As process variables change along both length and breadth 
in these exchangers, their graphs are surfaces rather than curves. 
Figure 2 shows a crossflow exchanger divided into a grid of 
NxNsections. It is clear that the sectionwise calculation should 
be performed in two loops of Nsteps each, one over the other. 
Calculation proceeds from section (1, 1) to section (N, N) 
either along length of along breadth. Ultimately N exit tem
peratures and N cumulative pressure losses result for each 
stream; these are averaged to obtain representative figures for 
the whole exchanger. 

A sectionwise calculation is in order. It is obvious that Eqs. 
(13) and (14) cannot be used here as they are derived for a 
counterflow section. In fact, each section in Fig. 1 can be 
considered a counterflow exchanger with near end conditions 
known, whereas each section in Fig. 2 can be considered a 
crossflow exchanger with entry conditions known. The overall 
heat balance in a section may be expressed as: 

AQ = 
ChAth CcAtc. 

N N 

from which 

and 

Ah 
NAQ 

A t = 
NAQ 

(21) 

(22) 

(23) 

since 

AQ--
hhAi 

N 
TVin + 7V KA, 

N 
T. __ -* c.in ' * c.out 

employing the values of Atf, and Atc in Eq. (24), 

NAQ NAQ 
* r -* /j. in 

2CA hhAh 

NAQ NAQ 

from which 

AQ=[Th-m~TcM] N 
1 1 1 

2Ch
 + 2Cc

 + hhAh KAC 

(24) 

(25) 

(26) 

Since all the values on the righthand side are known, the 
respective exit temperatures can be determined by first ob
taining the value of AQ from Eq. (26) and using the same in 
Eqs. (21) and (24). The procedure is then repeated for the next 
section. It may be noted that unlike in the case of the coun-

STREAM-2 

STREAM-1 

0. 0.68 1.36 2.04 
DISTANCE FROM HOT END CMD 

2.71 

Fig. 4 Variation of stream temperatures in unbalanced three-stream 
heat exchanger 

terflow exchanger no iteration over all sections is involved; the 
calculation for a crossflow exchanger is accordingly rapid. 

7 Performance Prediction of Multipass Cross-Counter-
flow Exchangers 

Figure 3 shows a multipass cross-counterflow exchanger di
vided into NxN sections, with NP passes on the multipass 
side. Multipass cross-counterflow exchangers can be consid
ered as several crossflow exchangers in series, with the exit 
temperatures of each section in one pass matching the entry 
temperatures of the corresponding section in the next. To 
achieve this matching, an overall iteration between passes be-
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Fig. 5 Variation of pressure losses in unbalanced three-stream heat 
exchanger 

comes necessary. To start this iteration, reasonably estimated 
interpass temperatures must be used. They are then corrected 
over subsequent iterations until a satisfactory match is ob
tained. The calculation involves the following steps: 

Step 1. Estimate interpass temperatures for the single-pass 
streams using Eqs. (27) and (28) (AQ here refers to one pass). 

AQ~Q/NP (27) 

_ A Q ^ Ch[Thiin- 7j, |0Ut] ^ Cc[TCiOUl- Tcin] 

^tjmax ^mint-'A.in c.inl ^minl-* h,m ~ * c.inl 

Step 2. Iteration starts. Calculate performance and exit 
temperatures for all passes using the procedure of Section 6. 

Step 3. With the new exit temperatures, calculate the error 
function (Tcm - TPKV) for each interpass section. Calculate a 
weighted average value (Tcm - Tpiev)ov for each interpass. 

Step 4. Iterate steps (2)-(3) until the interpass error func
tions (Tcur - Tptev)ov fall below the tolerance value. 

The following observations can be made on this procedure: 

(/) The exit temperature matching need be done for only 
one side; matching on one side automatically leads to matching 
on the other. 

(ii) On the multipass side the temperature matching is 
needed for only N/NP sections, making the iteration faster; 
besides, multipass streams are frequently assumed to mix in 
the return headers, so that exit temperatures of previous pass 
must be averaged and taken as entry temperatures for the 
current pass. This mixing can be conveniently incorporated 

DISTANCE FROM HOT END (M) 
Fig. 6 Variation of stream temperatures in balanced multistream heat 
exchanger 

into the algorithm if temperature matching is done for the 
multipass streams. 

(Hi) The procedure outlined above is similar to that used 
by Weimer and Hartzog (1977) for counterflow exchangers, 
in which the calculation is started with an assumed temperature 
profile, which is corrected progressively, each iteration using 
the profile obtained in the previous iteration. At the end of 
each iteration the profile obtained is compared with the pre
vious one, and the process is continued until the difference 
between subsequent profiles is insignificant, at which point the 
true profile is deemed to have been found. The calculation is 
inherently stable, but convergence is a slow first-order process, 
particularly when the number of sections is large and the ex
changer is unbalanced. However, since the calculation is rel
atively insensitive to initial estimates of the exit temperatures 
(to establish the assumed profile), it is particularly suited for 
the cross-counterflow exchanger, for which linearly interpo
lated interpass temperatures can be used to start the calcula
tion. The method is also more rapid for a cross-counterflow 
exchanger as the number of passes (which are equivalent in 
this case to the sections of the counterflow exchanger) is usually 
small. 

8 The Computer Programs "PERF" and "CROSFLO" 
Based on the methods discussed in the previous sections, the 

authors developed a program called PERF for counterflow 
plate-fin heat exchangers. This program is written in FOR
TRAN 77, and can be implemented on a personal computer. 
It incorporates a graphic postprocessor that can display var
iation of important process parameters along exchanger length 
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Fig. 8 Variation of Reynolds numbers in multistream heat exchanger 

Fig. 7 Detail of temperature cross in multistream heat exchanger 

and optionally generate a hard copy on a plotter. Figures 4-
10 show sample plots obtained during actual rating runs. Struc
tured programming practices have been employed in the design 
of the program, with independent modules doing specific tasks, 
and each module having its own diagnostic and debugging 
facilities. For example, the geometry module calculates the 
surface area and free flow area for each surface specified; a 
separate "j" and " / " interpolator uses the "j" and " / " versus 
Reynolds number data supplied for each surface to generate 
relevant values for each stream, at each section, based on the 
calculated Reynolds number. Similarly, temperature-depend
ent stream properties are interpolated by another module. The 
interpolator routines normally use cubic splines for their task. 
The program has independent modules for accounting for lon
gitudinal heat conduction through core, and passage-to-pas
sage flow maldistribution in a given target stream. These, and 
other modules for calculating header and distributor pressure 
losses, etc., can be switched on and off through the use of a 
setup file, which tailors the working environment of the pro
gram, such as debug modes, postprocessing modes, output 
modes, tolerance on the temperature matching iteration, etc. 
This program was originally written several years ago and 
improved over the years, by incorporating most of the features 
mentioned in Section 5, and has been used in the design of 
several exchangers. 

A step decrementation search method based on Golden sec
tion search is employed for the temperature matching iteration 
mentioned in Section 5. The time taken for calculation is de
pendent on the number of sections into which the exchanger 

is divided and the initial estimates of exit temperatures given 
to the program. More than 50 sections are rarely needed and 
a rating run typically takes less than 5 seconds on a multi-user 
DEC Micro VAX II computer; this includes the time taken for 
all explicit disk 1/0 operations also. 

CROSFLO has been written relatively recently and shares 
the same structured design philosophy. The program can rate 
both crossflow and cross-counterflow exchangers. Routines 
for fin geometry calculation, fin and stream data interpolation, 
etc., are common to PERF and CROSFLO. Since the input 
data format is also common to both, the designer can quickly 
compare crossflow and counterflow designs for a given prob
lem, using the same input data set. Standard options provided 
include mixing of cross-counterflow streams in return headers, 
a detailed unit weight breakdown report and an effectiveness-
NTU calculation module, incorporating the formulae of Kays 
and London (1964). The last mentioned is particularly useful 
during initial sizing trials. Operating modes and output are 
controlled through initial setup and results can be postpro-
cessed into a three-dimensional graph (Fig. 11). 

9 Discussion of Results 
Figures 4-10, obtained from rating runs using the above 

programs, are typical of the sort of detailed performance ob
tainable from the use of differential methods. Figures 4 and 
5 show the thermal and pressure loss performance of the feed 
air precooler in an air separation plant, with one hot and two 
cold streams. The net cold capacity rate is about 85 percent 
that of the hot side; yet, note that nearly 50 percent of the 
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Fig. 9 Variation of heat transfer coefficients in multistream heat ex
changer 

surface near the hot end is wasted, since there is no significant 
change in temperature; this wasted area causes nearly half the 
pressure loss in all streams. Figures 4 and 5 illustrate the mas
sive penalty that has to be tolerated for even moderate un
balance in capacity rates in high effectiveness counterflow plate-
fin exchangers. Figure 6 shows the same exchanger, after the 
addition of two more cold streams, accommodated in about 
10 percent more passages (i.e., with an overall increase of about 
10 percent surface and free-flow areas of the exchanger). The 
exchanger is now balanced; note that the hot stream now exits 
at a temperature lower than that of Stream 2, resulting in a 
temperature cross at the cold end (Fig. 7). Such temperature 
crosses can often occur in multistream. plate-fin exchangers 
because of disparity in entry temperature of the cold streams. 
Since in such cases the cold stream must first be cooled and 
then heated, temperature crosses can, in some cases, quite 
severely reduce the efficiency of exchangers; this is because 
(;') surface area is wasted in gainless heat transfer and (ii) a 
local unbalance in capacity rates is caused in the exchanger. 
Use of rating packages based on differential methods can help 
in deciding the correct entry location for such streams, so that 
temperature crosses can be avoided. 

Figure 8 shows the variation in Reynolds numbers in various 
streams of the above exchanger between the hot and cold ends. 
Note that the hot and cold end values differ by nearly a factor 
of two for all streams. This variation in Reynolds numbers is 
caused by rapid fall in viscosities of all gaseous streams toward 
the cold end. The nonlinearity in the variation of heat transfer 
coefficients is even more marked (Fig. 9), even though overall 
variation is less than in the case of Reynolds numbers; this 
variability reflects the combined effect of variation in heat 

0. 0.68 1.36 2.04 2-71 
DISTANCE FROM HOT END CM] 

Fig. 10 Temperature pinch in a multistream heat exchanger 

capacity and Reynolds numbers. Figures 8 and 9 demonstrate 
that integral methods, which assume "mean" values of ther-
mohydraulic properties to hold for the entire exchanger, can 
be considerably in error in rating even gas-to-gas exchangers. 

A temperature pinch is another effect sometimes observed 
in balanced multistream plate-fin exchangers (Fig. 10). Tem
perature pinches are caused by local excess of capacity rate on 
the hot or cold side, usually because of anomalous variations 
of heat capacity in streams consisting of mixtures of gases; 
multiple pinches in a single exchanger are also not unknown. 
Because of a local depression of the temperature differential 
between hot and cold sides, a temperature punch can seriously 
affect the performance of an exchanger. This loss in perform
ance is rarely apparent at the sizing and rating stages, unless 
differential methods have been used in both stages. Severe 
temperature pinches are sometimes evened out by incorporat
ing an additional stream in the pinch region to achieve balance 
in the capacity rates. 

Figure 11 shows the performance of a crossflow exchanger 
in which hot moist air exchanges heat with cold air. Both 
streams are considered "unmixed" (see Kays and London, 
1964). Note the dual curvature in the temperature surfaces. In 
this case, the designer is required to provide an arrangement 
to collect water condensing on the hot side, and hence needs 
to know where in the exchanger the hot stream temperatures 
fall below 100°C. This information is easily obtained from 
Fig. 10, as is shown by the dotted lines. Note that obtaining 
information such as this is possible only when a detailed ther
mal performance of the streams inside the exchanger can be 
predicted. 
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Fig. 11 Variation of stream temperatures in crossflow heat exchanger 

10 Conclusions 
Differential methods that allow for variation in process pa

rameters and integrate the heat transfer and pressure loss func
tions in a stepwise manner provide a general and accurate 
prediction of the performance of multistream plate-fin heat 
exchangers. Usage of the methods described provides the de
signer with powerful, versatile, and accurate tools to solve 
practical real world problems in a competitive manner. It is 
hoped that in the future better and more elegant methods will 
appear in the literature. 
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Temperature Distribution Near a 
Heat Exchanger Wall Immersed in 
High-Temperature Packed and 
Fluidized Beds -
Experimental results dealing with both particle and gas temperature distribution in 
the vicinity of a water-cooled wall immersed infixed and fluidized beds are presented. 
The measurement of particle temperature is based on the use of a mobile optical 
fiber connected to a two-color radiometer. The gas temperature is obtained on the 
basis of the indications of a bare thermocouple. Particle and gas temperature fields 
are compared in fixed and fluidized beds for alumina and silicon carbide particles. 
In the fixed bed, temperature differences as large as 300° C between the gas and the 
solid are measured. In the fluidized bed, temperature decreases of both solid and 
gas phase are shown for large particle at incipient fluidization. The temperature 
variation reaches more than 100°C for corundum particles and 200°C in the gas. 
The temperature distribution in the solid phase is shown to be dependent on the 
thermophysical properties of the particles (thermal conductivity and emissivity). 

1 Introduction 
Previous studies have demonstrated the complexity of com

bined heat transfer in high-temperature fixed and fluidized 
beds and the effects of heat transfer on chemical reactor per
formances (Smith, 1973). A review of literature data about 
thermal radiation exchanges in such systems was provided by 
Tien (1988). Concerning the flow structure near the wall, the 
problem is difficult because of the bed properties variation 
(Govindarao and Froment, 1986). Vafai et al. (1985) and Tien 
and Hunt (1987) studied the non-Darcian flow effects on heat 
transfer in packed beds. They showed that nonhomogeneous 
effects cause a large local velocity variation close to the wall 
that increases the transport rate, but their analysis neglects the 
heat exchange between the fluid and the solid phase; moreover, 
the main velocity and temperature variations near the wall are 
limited to about one particle diameter. In addition, the ex
perimental results reported by Ziolowska et al. (1989) prove 
that the inhomogeneity of the radial velocity profile in a packed 
bed is larger than that of the porosity distribution. 

When conduction, convection, and radiation may occur, the 
determination of the main heat transfer mode needs accurate 
measurements of both gas and particle temperatures. Bead-
inserted thermocouples have been used by Farber and Kohne 
(1987), but this method does not provide a precise local solid 
temperature and it cannot be used in a fluidized bed. 

Combined conduction and radiation heat transfer was stud
ied by Flamant and Menigault (1987) in fluidized beds of group 
B particles, using the diffusion approximation. Gas convection 
becomes significant for either Ar > 2.17 x 104 (Saxena and 
Ganzha, 1984) or Ar> 1.4x 104 (Flamant et al., 1990). In this 
case the main questions to be solved are: Are the particles near 
the wall isothermal ? What are the gas velocity and temperature 
profiles ? In a bidimensional boundary layer model, Adams 
and Welty (1979) assumed there is no temperature variation 
near the wall and heat transfer occurs in the fluid through 
stagnant gas near the contact point between particle and wall 
and by turbulent convection in the rest. On the contrary, Mazza 
and Barreto (1988) developed a heat transfer model based on 
the existence of significant gas and solid temperature variations 
close to the wall. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
1, 1990; revision received July 1, 1991. Keywords: High-Temperature Phenom
ena, Measurement Techniques, Packed and Fluidized Beds. 

This analysis points out the lack of experimental data on 
real temperature profile near heat exchangers in both fixed 
and fluidized bed, and the importance of these data on heat 
transfer. This paper gives some new information in this field 
of interest. 

2 Experimental 

Experimental Setup. A schematic of the system is shown 
in Fig. 1. It is composed of: a preheater (1), a high-temperature 
heat exchanger (3), and a test section (5). The high-temperature 
heat exchanger is a fixed-fluidized bed located inside a 40 kW 
electric furnace made of nine silicone carbide electric resist
ances. The column is 1.05 m long and 105 mm in diameter. 
Thermal radiation emitted by the furnace is absorbed by the 
wall and then exchanged from the wall to the gas (air) through 
corundum particles (1.4 mm i.d.) fluidized inside the interstices 
of large corundum beads of 20 mm i.d. The maximum outlet 
air temperature reaches 850°C. 

The test section is a refractory steel tube, 200 mm long and 
105 mm in diameter, connected to a disengaging zone. The gas 
distributor is a perforated plate composed of 500 holes of 1.5 
mm i.d. (voidage fraction 11.2 percent). 

The heat exchanger is a flat, vertical, cooper disk 42 mm in 
diameter, cooled by water. A centered orifice, located 75 mm 
above the distributor, is used for inserting the temperature 
probe. 

The mean bed temperature is controlled by three thermo
couples (chromel-alumel type). Pressure taps are located on 
the wall of the test section in order to measure the pressure 
drop across the porous media. 

Temperature Probe. The probe is also shown in Fig. 1. 
The setup was designed to provide measurements of both ther
mal radiation and bed temperature. It is composed of two 
probes inserted inside an alumina tube: a chromel-alumel bare 
thermocouple and a silica optical fiber (core diameter 400 /mi) 
connected with a radiometer. The alumina tube is fixed on a 
micrometer screw in order to change the radial position of the 
probe. The radiation intensity is filtered at 1.3 jttm and 1.5 fim 
in the radiometer and then quantified by germanium detectors 
for the color temperature calculation (Hernandez et al., 1988). 

Two different thermocouples were used: a classical bare 
thermocouple and a protected one. The latter was protected 
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Fig. 1 Experimental setup: (1) preheater; (2) electric regulation; (3) fixed-
fluidized bed superheated; (4) electric furnace; (5) test section; (6) water-
cooled dish; (7) thermocouples; (8) optical fiber; (9) thin thermocouple; 
(10) alumina tube; (11) micrometer screw; (12) signal treatment and ac
quisition 

against contact with the particle by using a perforated stainless 
steel tube covered with a grid. The first system will be called 
in the text Probe 1, the second one Probe 2. 

Thermal Intensity and Temperature Measurement Proce
dures. The optical fiber immersed in the porous medium 
collects the thermal radiation emitted by the particles and it 
transmits the energy from the bed to the detectors. The detected 

signal (transmitted intensity) is a function of the local intensity 
I(T) and of intrinsic disruptions and external disturbances; it 
may be expressed as: 

Dx = KX'TX-Sx^l-Lx)hCn (1) 
where A' is a geometric constant; r is the transmittance of the 
filter; S is the spectral detectivity of the detector; L represents 
the spectral loss of the whole device including bending, con
nection, surface heterogeneity. 

Equation (1) indicates a strong dependence of the output 
signal on measurement device assembly and operating con
ditions. In order to obtain a more accurate technique, a bi-
chromatic procedure was used. In this case the detected signal 
is proportional to the ratio of both monochromatic intensities: 

D, \2,x, 
^x2rx2Sx2 ( 1 - ^ ) 4 , ( 7 1 

~~KXTXS, (1-Z*,)A (^) 
(2) 

Assuming that the device characteristics vary identically for 
both channels, the measured signal is proportional to the ratio 
of the intensities: 

D, K\ --K-.42m 
A, (T) 

(3) 

Since Ix (T) is given by Planck's radiation law, we have 

lnDKXi = a/Tc + b (4) 

where Tc is the color temperature. 
Assuming the medium is gray in the range Xi - X2, the color 

temperature Tc is equal to the local particle temperature Tp. 
In order to reduce the effect of the fiber inlet surface abrasion 

on the detected signal, the radiometer was calibrated using a 
black body after each experiment. 

Finally, the probes deliver two signals: the thermocouple 
indication, which is related to the gas temperature, and the 
fiber optic pyrometer indication, giving the thermal emission 
of the particles. Concerning Probe 2, the thermocouple signal 
is proportional to gas temperature in both cases: fixed and 
fluidized beds. On the contrary, for Probe 1 (unprotected bare 
thermocouple) the thermocouple signal cannot be easily related 
to the gas temperature in the fluidized bed, because of the 
direct contact between the probe and the particle. 

3 Results 
Experiments were run using 2.36 mm, 2.97 mm, 3.57 mm 

i.d. corundum particles and 2.36 mm silicon carbide particles. 
Most of the experiments were carried out at a mean bed tem
perature of 750°C. 

The properties of the particles are listed in Table 1. The 
main thermophysical properties of corundum and silicon car
bide particles are quite different. The thermal conductivity (X,,) 
of silicon carbide is three times larger than that of corundum. 

dp = particle diameter 
Cp = specific heat mean 
D - detected signal 
hg = convective heat transfer coeffi

cient 
/ = spectral intensity 

K = constant 
L = spectral loss 
S = spectral detectivity of the de

tector 
T = temperature 

Tc = color temperature, indication 
of the radiometer 

T 
1 s 

JP 

rth u 
X 
z 
e 
X 

€ 
* 

= real gas temperature after cor
rection of T,h 

= particle temperature 
= indication of the thermocouple 
= velocity 
= distance from the wall 
= x/dp 
= emissivity 
= thermal conductivity 
= porosity 
= sphericity 

p = density 
a = Stefan-Boltzmann constant 
r = spectral transmissivity 

Subscripts 
C = color 
g = gas 

mF = minimum fluidization condi
tion 

p = particle 
X = spectral quantity 
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Table 1 Properties of the particles 

Material Corundum Silicon carbide 
dp (KT3 m) 

t/m/(70o;c) 
(nrs-1.) 

W(700°C) 
300K<T< 1273 K 

(W-nT1 K"1) 
PP , 

(kg.m-3) 
CP 

(kJ-kg-'ir1) 
ep (700 8C) 

(total) 

2.36, 2.97, 3.57 
0.61, 0.51, 0.48 
2,52, 3.44, 4.38 
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Fig. 2 Relative intensities given by the detectors for the wavelengths 
X, and X2; Ai203, dp = 3.57 mm, Ug = 2 m-pds -1, Tb = 750°C 

Fig. 3 Temperature profiles as a function of the distance from the water-
cooled wall (Probe 1); fixed bed; Al203, dp = 3.57 mm, Ug = 2 m-s_1, Tb 
= 750°C, + : color temperature, o: thermocouple temperature,... cor
rected gas temperature 

The volumetric heat capacity (ppCp) of corundum is about twice 
the heat capacity of siC and the particle total emissivities are 
very different: about 0.5 for A1203 and 0.9 for SiC (estimated 
values from Touloukian). 

Packed Bed. The spectral relative intensity profiles are 
plotted in Fig. 2(a) for 3.57-mm corundum particles at a mean 
bed temperature of about 750°C. The transition zone between 
the particle layers can be observed. No significant variation is 
measured up to x = 2 dp, then a small intensity increase is 
detected for 2 dp < % < 3 dp and finally a more regular rise 
of / i s obtained for x > 3 dp and up to 5 dp. For depths larger 
than dp no significant intensity variation is detected. 

The corresponding temperature profiles measured by Probe 
1 are shown in Fig. 3 for both thermocouple and radiometer 
sensors. The solid phase temperature exhibits a very smooth 
variation in the range z = \/dp = 0 to z = 5 and the total 
temperature decrease near the wall is about 60°C. The com
parison between the thermocouple and the radiometer indi
cations at z = 5 shows a good agreement between both 
measurement techniques. In the bed core the solid temperature 

I 1 1 \ 1 1 1 V 

1 2 3 4 5 6 7 8 

Z 

Fig. 4 Temperature profiles versus distance from the wall (Probe 1); 
fixed bed; AI2Q3, dp = 2.36 mm, Ug = 2 m.s~\ Tb = 750°C (uncorrected 
temperature) 

(color temperature) is roughly equal to the gas temperature; 
differences of about 30°C are measured. The analysis of this 
phenomenon is proposed in the next section. 

On the contrary, the profile given by the thermocouple near 
the wall indicates a large variation of the gas temperature. 
Since the conduction points between the thermocouple and the 
particles are very poor, the thermocouple is more influenced 
by the air than by the particles. Nevertheless, the measured 
values are overestimated because of the thermal radiation of 
the surrounding solid. The real gas temperature (Tg) may be 
estimated by the following steady-state heat balance equation: 

Tg = ttl, + f oiT^-T*) (5) 
"g 

where Tlh and e,h are the thermocouple temperature and em-
issivity, respectively, and hg is the convective heat exchange 
coefficient between the gas and the thermocouple. 

Assuming hg = 160-180 W - n T 2 K~l (Ug = 2 ms"1) and 
eth = 0.8 the decrease of the gas temperature, by comparison 
with the thermocouple indication, ranges from 30°C at z = 5 
to 130°C at z = 1.5 (dotted line on Fig. 3). As a result for z 
= 1, the solid temperature is 680 °C and the gas temperature 
is about 400 °C, thus the temperature difference is about 300° C. 

The same result is observed for 2.36 mm i.d. corundum 
particles as plotted in Fig. 4, the temperature decrease of the 
particles is not significant (less than 30°C) while a large var
iation of the gas temperature is measured for z < 5. 

The effect of the solid thermophysical properties may be 
illustrated by a comparison between Figs. 4 and 5. A significant 
variation of the solid temperature is shown in Fig. 5 related 
to 2.36 mm i.d. silicon carbide particles. No significant vari
ation of the solid temperature is observed for z > 4, but the 
decrease occurs in two steps, first between z = 4 and z = 2 
and then for z < 2. At the wall, the solid temperature is about 
630°C, while at the bed core the mean temperature is 750°C. 
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Fig. 5 Temperature profile versus distance from the wall (Probe 1); fixed 
bed, SiC, dp = 2.36 mm, Ug = 2 m.s~1, Tb = 750°C (uncorrected tem
perature) 

Fig. 7 Temperature profiles versus distance from the wall; fluidized 
bed (Probe 1); SiC, dp = 2.36 mm, Ug = 2.5 m-s"1, Tb = 750°C (uncor
rected temperature) 
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Fig. 6 Temperature profiles versus distance from the wall; fluidized 
bed (Probe 1), Al203, d„ = 2.36 mm, Ug = 2.8 m-s"1, T„ = 700°C (un
corrected temperature) 

The "step shape" of the curve is certainly due to the rear
rangement of the particles around the probe when it moves. 

The comparison of Figs. 4 and 5 shows a similar gas tem
perature decreasing trend (indications of the thermocouple 
without correction); on the contrary, a clear difference appears 
when looking at the solid temperature distribution. For silicon 
carbide the temperature decrease is larger than 100°C through 
a depth of about four particle diameters, while for corundum 
the temperature variation is not significant. 

Fluidized Bed. The results obtained with fluidized beds are 
plotted on Figs. 6 and 7 for beds of corundum and silicon 
carbide, respectively {dp = 2.36 mm). The fluid velocity is 
closed to incipient fluidization condition (U/UmJ- ~ 1.2). The 
radiometer indicates a small, but significant, variation of the 
solid temperature in both cases through a depth of about four 
particle diameters: about 100°C for A1203 and more than 150°C 
for SiC (for 1 < Z < 4). The thermocouple indication is far 
from the gas temperature because of the direct heat transfer 
between the probe and the moving particles. Nevertheless, an 
obvious temperature decrease is measured. In order to detect 
a more realistic gas temperature, the protected thermocouple 
was used (Probe 2). Results are shown in Fig. 8 for a bubbling 
bed regime (without correction of color and thermocouple 
temperature). The variation of both solid and gas temperatures 
is confirmed: there exists a temperature variation of both fluid 
and solid phase near the water-cooled wall and a large tem
perature difference between the gas and the particles through 
a depth of about four particle diameters. 

The temperature distributions near the cold heat exchange 
surface in 2.36 mm i.d. corundum and silicon carbide fluidized 
beds are compared in Figs. 7 and 8. Temperature decreases of 
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Fig. 8 Solid and gas temperature profile versus distance from the wall; 
fluidized bed (Probe 2); Al203, dp = 2.97 mm, Ug = 3.6 m.s~\ Tb = 
746°C (uncorrected temperature) 

about 100 and 150°C are measured for corundum and silicon 
carbide, respectively. 

4 Discussion 
In order to make conclusions about the measurement valid

ity , a discussion about the accuracy of the measurement method 
and about the effect of the probe on the result (intrusive method) 
has to be proposed. 

Accuracy of the Radiometer Measurement. Looking at the 
temperature profiles, a significant temperature difference be
tween the fluid and the particle is shown in the bed core. In 
order to explain this observation the main assumption of the 
radiometer signal treatment method must be discussed. 

Equation (4) is verified if the particle emissivity at the two 
wavelengths X] = 1.3 ixm and X2 = 1.5 (an (ei and e2, re
spectively) are equal. Literature data about ei and e2 for co
rundum range in a large domain; for example Touloukian and 
DeWitt's (1972) data range from 0.1 to 0.9 for e2, with most 
of the results between 0.2 and 0.5 (at X2 = 1.5 /xm). However, 
in spite of this discrepency, these data indicate clearly that the 
emissivities at \{ and X2 could be different: variations as large 
as 20 percent are reported between X) = 1.3 ^m and X2 = 1.5 
fim. The influence of this nongray effect on the temperature 
measurement is analyzed here after. 

Using Wien's approximation, the color temperature varia
tion due to the difference between ex and e2 may be written as 
(Hernandez et al., 1991): 

(6) 
1 1 , 

— = — I n 
Tc T 

["2 + Ae/el 
2-Ae/e 

(.', ro — 
[IK x2 
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Fig. 9 Difference between the real particle temperature and the color 
temperature as a function of the relative emissivity difference Ade 
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Corrected gas and solid temperature profiles; fluidized bed, 
= 2.97 mm (see Fig. 8) 

where: Ae = e2 - ef, e = (ej + e2)/2; C2= 1.4388 10"2m-K; 
and where T is the real temperature of the particle and Tc the 
indication of the radiometer. 

In order to illustrate the order of magnitude of the error as 
a function of the "nongray" behavior of the bed, the variation 
of Tc- T as a function of Ae/e is shown in Fig. 9 for Tb = 
750°C. For example, the temperature difference reaches 75°C 
for a variation of ratio of 10 percent. 

Looking at the temperature profile in a fluidized bed far 
from the wall where gas and particle temperatures are equal, 
differences between the thermocouple and the radiometer in
dications range from 30"C to 45°C, corresponding to the ratio 
Ae/e ranging from 4 to 6 percent. This calculation is coherent 
with the variation of the emissivity ex and e2 between Xi and 
X2 given in the literature. As a consequence the radiometer 
indication can be corrected in order to account for this deri
vation from the basic hypothesis (gray medium). 

Finally, the corrected profiles for gas (Eq. (5)) and solid 
(Eq. (6)) are given in Fig. 10 for the experimental conditions 
of Fig. 8. The particle temperature is corrected for a ratio Ae/ 
e equal to 0.04 identified by comparison of Tc, Tg, and Tb in 
the bed core. Tb is measured by a bare thermocouple, Tg by 
the protected thermocouple, and Tc by the radiometer (probe 
2). The temperature fields may be characterized as follows: 

• The gas and particle temperature are equal from the bed 
core to a depth of two particle diameters, accounting for the 
incertainty of the particle temperature measurement: ± 15°C 
(for Z > 3 the gas temperature is slightly larger than the solid 
temperature but this small difference is due to the measurement 
uncertainty). Nevertheless, a significant decrease of both Tp 

and Tg is observed at Z = 3. 
• The total temperature variation of the particle phase is 

about 100°C; for the gas phase this decrease reaches 200°C. 
This observation is in agreement with the results shown in Fig. 
6 for 2.36 mm i.d. corindon particle. 

• There exists a thin zone of about 2 dp in depth near the 
wall where the temperatures of the solid and the fluid are 
different, i.e., heat exchange between the phases is significant. 
For example at Z = 1, the solid and gas temperatures are the 
following: Tp = 653°C and Tg = 586°C. 

Influence of the Probe on the Results. The probe is intru
sive; as a consequence, the medium thermal behavior may be 
modified by it. The diameter of the whole probe is larger than 
one particle diameter (but less than two) and during the tests, 
the alumina tube behaves like an insulator; therefore the solid 
cooling very near the wall cannot be detected because of the 
probe. We think that the depth of the disturbed region is equal 
to about one particle diameter (z = 1). Finally, the probe 
indicates the real solid temperature for distances from the wall 
larger than z = 1. For Z < 1, the radiometer indicates a 
particle temperature larger than the real temperature of the 
first row of particles adjacent to the wall because of the probe 
disturbance. This phenomenon can be observed, for example, 
in Fig 10. A small increase of the particle temperature is meas
ured for Z < 1 while an extra-polation of the particle gradient 
observed for Z > 1 gives a solid cooling 50 °C larger than the 
measured one (i.e., atotal temperature decreaseof about 150°C 
instead of 100° C). Concerning the variation of the radiation 
view factor between the thermocouple and the surroundings, 
when the probe moves from the core to wall, a comment is 
necessary. When the probe reaches the first row of particles, 
the cooled wall may influence the thermocouple. The wall 
temperature was not measured but a rough heat balance in 
this zone indicates that the copper wall surface temperature is 
less than 100°C (the water temperature is about 30 °C). In this 
case the thermocouple may be cooled by radiant loss. This 
effect was neglected because the view factor between the ther
mocouple and the wall is small due to the alumina tube (see 
Fig. 1) and the screening effect of the particles. 

Effect of the Particles Thermophysical Properties on the 
Temperature Fields. Remember the main experimental re
sults: for a fixed bed, a large gas temperature decrease is 
observed for both corundum and silicon carbide particles, but 
a significant variation of the solid temperature is measured 
only for SiC. For fluidized bed a significant gas and solid 
temperature decrease is observed near the wall but the variation 
is larger for the gas phase. Concerning the solid phase, the 
difference between the bulk temperature and the particle tem
perature near the wall is larger for SiC than for A1203 (see 
Figs. 6 and 7). 

In our opinion this behavior is due to the thermal properties 
of silicon carbide. In such systems, radiation is an important 
heat transfer mode—33 percent of the total heat transfer at 
1100 K, after Adams and Welty (1979)—and consequently the 
temperature field is influenced by the particle emissivity. It 
reaches 0.90 for silicon carbide, but the mean total emissivity 
of alumina is about 0.5 (large variations are reported by Tou-
loukian and Dewitt (1972)); the silicon carbide losses by ther
mal emission toward the heat exchange wall are twice those 
of corundum. On the other hand, the thermal conductivities 
of both particles are different. The thermal conductivity of 
alumina porous system is about 0.75 W-m" 1 K"1 at 750°C 
(Luikov et al., 1968) whereas the conductivity of silicon carbide 
packed bed is 1 W»m - 2 K~~\ Both emissivity and thermal 
conductivity increase the heat transfer efficiency between the 
wall and the SiC particles by comparison with corundum. The 
influence of the thermal properties cannot be separated from 
these experiments, and specific work must be done on this field 
of interest. 

Temperature Distribution Inside the Particle. The last 
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question about the experimental results is related to the tem
perature distribution inside the particle: are the surface and 
the core of the particle at the same temperature? The Biot 
number gives an indication about this problem: 

hand„ 

Bi = -fL £ (7) 

For a heat transfer coefficient between the gas and the par
ticle (hgp) equal to 200 W»m_ 2K_ 1 , the Biot number ranges 
from 0.126 to 0.158 for A1203 and it is equal to 0.035 for SiC. 
These values indicate that the temperature may be considered 
as constant inside the particle in a first approximation, al
though a small difference may exist for corundum particles. 

Conclusion 
Gas and particle temperature fields are measured near a 

water-cooled surface in packed and fluidized beds (at incipient 
condition) using probes equipped with a fiber optic radiometer 
and a thermocouple. The main results are the following: 

For a fixed bed, very large temperature variations are meas
ured through a distance of about five particle diameters from 
the wall between Z = 5 and Z and 1. Temperature decreases 
as large as 400°C are shown. The profiles do not exhibit any 
significant difference with particle diameter variations (3.57 
mm and 2.36 mm). Concerning the solid phase, the results 
depend on the particle thermal properties: No temperature 
variation is shown for corundum but a significant decrease of 
the solid temperature is measured for silicon carbide. 

For fluidized beds, temperature gradients near the wall are 
shown for both gas and solid phases, but the total temperature 
decrease is smaller than for fixed beds. The temperature var
iations is observed through a depth of about three or four 
particle diameters, but the fluid and the solid temperatures 
become different only very near the wall, at about Z = 1.5. 
The temperature decrease in the solid phase is about 100°C 
and 150°C for A1203 and SiC respectively, but the real particle 
temperature cannot be measured for depths smaller than one 
particle diameter. The total gas temperature decrease reaches 
about 200°C. 

These results are related to incipient fluidization conditions, 
and measurements versus gas velocity are needed in order to 
confirm these preliminary data and to study the temperature 
field as a function of fluidization regimes. 

More experimental data are needed, but this paper indicates 
that several assumptions of classical models, based on negli
gible temperature variation near the heat exchange surface in 
large particle fluidized beds must be revised (Decker and 
Glicksman, 1981). In particular, it is shown that conduction 
(particle convection) cannot be neglected during wall-to-bed 
heat transfer, even in large particle fluidized beds, and that 

solid-gas exchange is significant near the wall. In addition, 
the depth involved in the thermal perturbation seems to be 
larger than one particle diameter, where the variation of the 
bed voidage is very strong. Unfortunately, literature experi
mental or theoretical data about this type of temperaure dis
tribution are not available. A theoretical investigation of this 
problem is now in progress. 
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Turbulent Heat Transfer 
Augmentation and Friction in 
Periodic Fully Developed Channel 
Flows 
Measurements are presented of the distribution of average friction factors ( / ) as 
well as local and average (Nu) heat transfer coefficients for fully developed channel 
flows with two rib-roughened opposite walls. The temperature measurements were 
made by using both a laser holographic interferometer and thermocouples. In ad
dition, the reattachment length was determined by flow visualization. The Reynolds 
number (Re) was varied from 5.Ox JO3 to 5.4xl(f; the rib pitch-to-height ratios 
(Pi/H) were 10, 15, and 20; and the rib height-to-hydraulic diameter ratios (H/ 
De) were 0.063, 0.081, and 0.106. The detailed results allowed the peaks of heat 
transfer augmentation and the regions susceptible to hot spots to be located and 
allowed the relative contribution of the rib surface and the channel wall to the heat 
transfer augmentation to be determined. Moreover, relative to a smooth duct, the 
enhancement of both Nu and f at various Re, Pi/H, and H/De was documented in 
detail. Furthermore, compact correlations in terms of Re, Pi/H, and H/De were 
developed for both Nu and f. 

Introduction 
Pipes or channels containing ribs are often used for heat 

transfer augmentation (Webb et al., 1971; Arvizu and Moffat, 
1981; Han et al., 1985; Metzger et al., 1990). In gas turbine 
blade cooling design, repeated rib-turbulators are cast on two 
opposite walls of the internal cooling passages of the nearly 
rectangular cross sections in order to enhance the removal of 
heat from the blade external surfaces that are directly exposed 
to the flow of hot gases. Moreover, to improve thermal effi
ciency and power density, the trend in modern aeroengine 
design is toward high gas outlet temperature from the com-
bustor; heat transfer augmentation of turbine cooling channels 
becomes, therefore, more and more critical. Information rel
evant to the local as well as average heat transfer and fluid 
flow characteristics is highly desired. The present paper focuses 
on turbulent heat transfer augmentation and friction in rec
tangular channels with repeated rib pairs. 

For the sake of brevity, only the most relevant work will be 
cited below. Burggraf (1970) reported the results of turbulent 
air flow in a square duct with two opposite ribbed walls. The 
wall temperature distribution was measured by using ther
mocouples. Similar trends were obtained for three channel 
entrance geometries. The augmentation of the average Nusselt 
number and friction factor was approximately 2.38 times and 
8.6 times that of fully developed smooth duct flows, respec
tively. However, only one particular rib geometry (i.e., Pi/H 
= 10, H/De = 0.055, and a = 90 deg) was tested. Moreover, 
the friction factor was not reported in all tests. Han (1984) 
systematically investigated the effects of the rib pitch-to-height 
ratio {Pi/H = 10, 20, and 40) and the rib height-to-equivalent 
diameter ratio (H/De = 0.021, 0.042, and 0.063) on the heat 
transfer coefficient and the friction factor of fully developed 
turbulent air flow in a square duct that had two opposite ribbed 
walls. The rib angle-of-attack was kept at a = 90 deg. The 
temperature distribution was also measured by thermocouples. 
The results showed that the Stanton number and the average 
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friction factor of the ribbed duct are about 1.5 to 2.2 times 
and 2.1 to 6.0 times, respectively, those of the smooth duct 
for the range of the test data. Later, Han et al. (1985) further 
investigated the effect of a on the average heat transfer coef
ficients and pressure drop in the same duct flow. Rowley and 
Patankar (1984) performed a numerical study for the periodic 
fully developed laminar flow and heat transfer in tubes with 
repeated internal circumferential fins (a = 90 deg). An im
portant finding made by them was that, in laminar flow, the 
presence of the fins often decreases the heat transfer coefficient 
rather than augmenting it. The studies of Sparrow and Tao 
(1984) were based on the local mass transfer measurements in 
rectangular channels with high aspect ratios (6.4 and 12.8) by 
using the naphthalene sublimation technique. The rib tabu
lators are of circular cross section (a = 90 deg). It was found 
that, relative to a rib-free duct, the presence of periodic circular 
ribs at both principal walls yielded up to a threefold increase 
in the Sherwood Number (Sh) at Re = l.OxlO4 and up to 
2.4-fold increase at Re = 4.1 xlO4. The same measurement 
technique was adopted by Molki and Mostoufizadeh (1989) 
for study of turbulent heat transfer in rectangular ducts with 
staggered baffle blockages (a = 90 deg). However, the surface 
of the baffles was not covered with naphthalene, that is, the 
contribution of additional surface area due to the presence of 
the baffles to the heat transfer enhancement was not considered 
in their study. 

In view of the foregoing discussion, it is evident that a 
systematic experimental study of turbulent heat transfer in a 
rectangular duct with two opposite ribbed walls using laser 
holographic interferometry, in contrast to the aforementioned 
thermocouple and naphthalene sublimation techniques, would 
be worthwhile. The noninvasive holographic interferometry is 
mostly used in studying thermal diffusion and free convection 
phenomena. In this paper it was applied to a forced convection 
study. Furthermore, to resolve time variations of the temper
ature distribution and scales of eddy motion, which have not 
been achieved previously in the rib pair-roughened channel, 
the holographic interferometry was operated in real-time mode. 
Additionally, the emphasis was placed on the effects of Re, 
Pi/H, and H/De on the heat transfer coefficients and friction 
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Fig. 1 Schematic drawing of overall experimental system 

factors in the periodic fully developed flow region. In partic
ular, larger rib heights H/De = 0.063, 0.081, and 0.106 were 
selected so that the results obtained in this study and those 
reported in previous work (Han, 1984) (H/De = 0.021, 0.042, 
and 0.063) may complement each other. Other objectives of 
the present study were (1) to locate the peaks of heat transfer 
enhancement and the region susceptible to the hot spots, since 
the latter has not been previously reported; (2) to determine 
the relative contribution of the rib surface and the channel 
wall to the heat transfer augmentation, since it has been pre
viously done for laminar flow only and since previous studies 
of the turbulent flow fields in a rectangular duct with one rib 
pair (Liou and Kao, 1988) and two rib pairs in tandem (Liou 
et al., 1990) reveal the presence of turbulent-kinetic-energy 
peaks near the rib top surface and near the reattachment point, 
and (3) to develop compact correlations in terms of rib and 
flow parameters for both the average heat transfer coefficient 
and friction factor. 

Experimental Apparatus and Conditions 

Experimental Apparatus. The flow system and laser hol
ographic interterometry setup are shown in schematic form in 
Fig. 1. Air at room temperature was drawn into the test section 

through a flow straightener and four screens in the settling 
chamber and a 10:1 contraction by a 3 hp blower at the down
stream end. The air then flowed through the repeated rib pairs, 
a flow straightener, a rotameter, and a bellows, and was ex
hausted by the blower. 

Two techniques, thermocouple probing and laser holo
graphic interferometry, were used to measure the local tem
perature of the air in the test section. T-type thermocouples, 
made of 0.25-mm-dia wires, were used for temperature trav
erses across the test section and for wall temperature meas
urements. The positioning accuracy of the thermocouple bead 
was ±0.1 mm. In the case of laser holographic interferometry, 
the temperature measurements were nonintrusive. After pass
ing through a shutter, the beam of a 3W argon-ion laser (514.5-
nm wavelength) was split and expanded into two beams of 
150-mm diameter with plane wave fronts. The object beam 
passed through the test section, and the reference beam by
passed it. The two expanded beams then interfered on a hol
ogram plate. The phase hologram represented a diffraction 
grating in which the comparison beam was stored. The com
parison beam described the state in which the ribbed walls were 
not heated. As the ribbed walls were heated, the expanded 
object beam would be distorted as a result of the refractive 
index field generated by local temperature variation in the test 
section. The distorted object beam passed through the holo
gram, and interfered behind it continuously with the compar
ison beam reconstructed by the reference beam. Thus an 
instantaneous interference field, at infinite-fringe setting, 
formed behind the hologram plate and indicated approximately 
the instantaneous temperature field of the enhanced internal 
cooling passage of the simulated turbine blade. The entire test 
section was mounted on a modified milling machine with four 
vibration-isolation mounts to allow successive scanning of the 
expanded object beam. 

A combination of the holographic film plate holder and 
liquid gate was used to provide in-place development of film 
plate as required for real time holographic interferometry. The 
photographic emulsion 8E56, made by Agfa-Gevaert Limited, 
was found to be a suitable material for the present work. 
Through a CCD camera, the instantaneous interference field 
was monitored on a multisync monitor and recorded on a VHS 

A, = 

A rib = 

B --

c --
Cp = 

De = 
f = 

G = 
g = 

H = 
k --

u --AL = 

Nu = 
Nu = 

Pi --
AP --

Q" = 

= total heat transfer area in one 
pitch 

= rib heat transfer area in one 
pitch 

= half height of channel 
= Gladstone Dale constant 
= specific heat at constant pres

sure 
= hydraulic diameter 
= average friction factor 
= mass flux = pU 
= gravitational acceleration 
= rib height 
= turbulent kinetic energy 
= wetted length in one pitch 
= channel length for fully devel

oped pressure drop 
= local Nusselt number, Eq. (3) 
= average Nusselt number, Eq. 

(4) 
= rib pitch 
= pressure drop across the fully 

developed test section 
= heat transfer rate per unit area 

Qrib = 

a = q" = 

Re = 
S --

Sh = 
Tb = 

Tb = 

Tw ~-
Ty, = 

T+ = 

t = 
U = 

u* -
W --
w -
W --

= rib heat transfer in one pitch 
= total heat transfer in one pitch 
= heat flux supplied by thermo-

foil 
= Reynolds number = U'De/v 
= fringe order 
= Sherwood number 
= local bulk mean temperature 

of air 
= average bulk mean tempera

ture of air 
= local wall temperature 
= average wall temperature 
= dimensionless temperature = 

(Tw-T)pcpu"/Q" 
- time 
= mean velocity 
= friction velocity = \l(rw/p) 
- half-width of channel 
= rib width 
= quantity of heat given to air 

from entrance to the consid
ered cross section of the duct 

X --

XN -
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Z = 
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v -

Tw '-

= axial coordinate (X = 0 at in
let reference, Fig. 2) 

= axial coordinate (XN = 0 at 
rib real edge, Fig. 2) 

= axial coordinate for heated test 
section (Fig. 2) 

= transverse coordinate, Fig. 2 
= dimensionless transverse dis

placement = Y'\l(rw/p)/v 
= span wise coordinate, Fig. 2 
= rib angle of attack 
= air density 
= wave length of laser light 
= kinetic viscosity of air 
= apparent wall shear stress = 

(AP/AL)De/4 

Subscripts 
/ = 

N --
r -

w = 

= fringe order index 
= rib index 
= reference 
= wall 
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Fig. 2 Sketch of configuration, coordinate system, and dimensions of 
the test section 

videocassette recorder for storage and further image process
ing. 

Additionally, a microdifferential transducer (Kyowa PDL-
40B, ±0.1 percent) was used for pressure loss measurements 
across the test duct (Fig. 2). To measure static pressure, the 
transducer was connected to each pressure tap on the duct 
wall. The measured pressure signal was subsequently amplified 
by a Kyowa WGA-200A amplifier and read from a digital 
readout. 

Test Model. The configuration, coordinate system, and 
dimensions of the test section are sketched in Fig. 2. The test 
channel was 1200 mm long and had a rectangular cross section 
160x40 mm2 (X-Y plane), i.e., an aspect ratio of 4:1. The 
top and bottom walls of this channel, consisting of heated 
aluminum plates, were 600 mm long and covered by square 
ribs of size 5.2x5.2 mm2 and 52 mm apart for the baseline 
case. The two ribbed walls were made by gluing square brass 
ribs to the 3-mm-thick aluminum plates, as shown in Fig. 2. 
Thermofoils of thickness 0.18 mm were adhered uniformly 
between the aluminum plate and a 6-mm-thick fiberglass board 
to insure good contact. Each thermofoil could be independ
ently controlled by the 60-W d-c power supply. Additionally, 
a 20-mm-thick sheet of balsa wood was glued to the above 
fiberglass board to insure good insulation. The thermal re
sistance associated with the glue, 0.13 mm thick or less, found 
at each of the above mentioned interfaces is negligible (Han, 
1984). 

The side walls of the entire heated test duct were made of 
plexiglass plates to provide optical access for laser holographic 
interferometry measurements. The unheated entrance duct was 
also made of plexiglass plates and was ribbed over its 600-mm 
length (Fig. 2). This entrance duct served to establish hydro-
dynamically fully developed flow at the entrance to the heated 
duct, since the previous work of Liou and Lin (1988) reported 
that both mean-velocity and turbulent intensity profiles at
tained hydrodynamic fully developed condition after 480 mm 
in the rib-roughened section. 

Experimental Conditions. The room temperature was kept 
at 24 ±1.0°C. The local wall temperature read from thermo
couple output was rather uniform, with a scatter of ±1.5°C 
about the mean. Generally speaking, the heat input into the 
fluid is highly localized, due to the presence of ribs, and the 
idealized circumstance of perfectly isothermal or isoflux over 
the heated wall, with uniform heat flux over the thermofoil, 
clearly does not arise in the experiments. A similar observation 
was also made by Kang et al. (1990) for heat transfer from an 
isolated heat module on a horizontal plate. The majority of 
temperature measurements were done for the region between 
the 9th and 10th heated ribs (Xh/De = l, Fig. 2) where the air 
flow was thermally fully developed, as reported by the previous 
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Fig. 3 Temperature distribution along the laser-beam path 

work (Han, 1985) in which the flow was in the thermally fully 
developed region after Xh/De> 5. The thermal periodicity will 
be further verified using the present data. The region of optical 
view was instrumented with 56 thermocouples distributed along 
the centerline (Z = 0) of the heated plate and ribs for wall 
temperature measurements, as shown in Fig. 2, and was also 
instrumented with thermocouple probes through the side wall 
to allow temperature measurements of the air flow at 216 
locations. For the purpose of comparing with holographic 
interferometry data and checking on the two dimensionality 
of spanwise temperature profiles of the air flow shown in Fig. 
3, the temperature mapping by using thermocouple probes was 
made along a longitudinal plane (Z/B = 2.5) located 30 mm 
from the side wall and the scatter in the spanwise direction 
was less than 6 percent of the channel spanwise average tem
perature. Note that the drop in the temperature near the side 
wall (Fig. 3) was due to the end effects. By using the inter
ferometry error analysis suggested by Goldstein (1976), it was 
found that the resulting error in the fringe (or temperature) 
shift due to the end effects was about 8 percent. 

In the test duct, eight pressure taps along the bottom ribbed 
wall and two along the smooth side wall, as shown in Fig. 2, 
were used for the static pressure drop measurements. Pressure 
taps were located at XN/H = 7.0 of each pitch (i.e., 2H up
stream of the rib and 2.9H downstream of the reattachment 
point). Further, to study the effects of various parameters on 
the fluid flow and heat transfer characteristics of ribbed chan
nels, the Reynolds number (Re) in this study, based on the 
channel hydraulic diameter and bulk mean velocity, extended 
from 5.5 X 103 to 5.4 X 104; the ratios of rib pitch to height 
(Pi/H) were 10, 15, and 20; the rib-to-channel-height ratios 
(H/2B) were 0.10, 0.13, and 0.17; and the ratios of the rib 
height to channel hydraulic diameter (H/De) were 0.063,0.081, 
and 0.106. 

Data Reduction 
The friction factor in fully developed channel flow can be 

determined by measuring the pressure drop across the flow 
channel and the mass flow rate of the air. The average friction 
factor can then be calculated from 

AP De 
G2/2pg°4AL 

(1) 

In the present investigation, the average friction factor was 
obtained under the adiabatic conditions. The maximum un
certainty in / was estimated to be less than 7.1 percent for 
Reynolds number greater than 5500 by using the uncertainty 
estimation method proposed by Kline and McClintock (1953). 
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To determine the temperature field described by the inter-
ferogram, the equation of interferometry for a two-dimen
sional incompressible flow is as follows (Hauf and Grigull, 
1970): 

2TrPrCW / j _ J 

> \TSl TSi 

Sj —Sj-1 —- (2) 

where 5,--S/_i is the fringe shift, S,- the fringe order, C the 
Gladstone Dale constant, and pr the air density evaluated at 
reference temperature Tr. By setting S,--S,-_i = 1, the temper
ature differences Ts.-TSi_l associated with each fringe are 
determined. Knowledge of at least one temperature and the 
temperature difference in the region of interest will provide 
the approximate heat transfer feature from wall to air. 

By assuming that a thin layer of air is stationary next to the 
wall, and hence that the heat transfer in this region is by 
conduction only, the local Nusselt number can be determined 
from the expression: 

Nu = -
De 

(Tw-Tb) 

dT\ 
(3) 

where T„, the local wall temperature of the heated plate and 
ribs, was read from the output of the thermocouples. The local 
bulk mean air temperature, Tb, was calculated from an energy 
balance and is defined as Tb=Tin+W/(Gcp). It was also 
checked by measuring the bulk mean air temperatures entering 
and leaving the heated test section and assuming a linear air 
temperature rise along the flow duct. The difference between 
the two measurements was estimated to be less than 6 percent. 

The local wall-temperature gradient (dT/dy)w was determined 
by curve fitting, based on the least-square method, through 
the near wall values for temperature and fringe shift. The Nu 
thus obtained was estimated to have an uncertainty less than 
6.5 percent. Figure 4 is a comparison between present inter-
ferometric data and the well-known universal profile in the 
near-wall flow region of a smooth duct. Reasonable agreement 
between the interferometric profiles and the time-averaged the
oretical profile, in particular the nearly identical results for 
Y+ < 10, is demonstrated and supports the present experiment 
and extrapolation procedures. The apparent wall shear stress 
TW in the definition of Y+ = Y'^frjplv in Fig. 4 was obtained 
from the measured pressure drop through the force balance 
rw = (AP/AL)De/4. Note that AP is the average value. In 
fact, during the experiments the magnitude of pressure drop 
was nearly the same on the side and bottom walls. Further, 
the average Nusselt number was defined as (Rowley and Pa-
tankar, 1984) 

Nu = -
hDe De 

Li, (Tw— Tb) 

df\ 
(4) 

In Eq. (4) the average heat transfer coefficient h was evaluated 
from 

<7C< 
* / l " 

fdt 
\dYt 

dX 

Tw— Tb Lh (Tw— Tb) 

where_L/, was the wetted length of heated surface and rough
ness, Tw was the average wall temperature in one pitch, and 
average bulk mean air temperature, Tb, was evaluated as 

Tbdx I /Lh. The maximum uncertainty of Nu was esti

mated to be less than ±9.6 percent. It is worthwhile to note 

that the validity of the definition of Nu in Eq. (4) was not 

confined to constant temperature surfaces. The average Nusselt 

number can be checked by the energy balance. That is 

Nu = 
q"omDe {q"-q{Us)De 

(Tw-Tb)kf {Tw-Tb)>kf 
(6) 

Here, q" was the wall heat flux supplied by the electrical input. 
The convective heat flux, q"om, was estimated by subtracting 
the heat loss {q{Ud from the supplied electrical input (<?")• 
Thermal conductive loss along the flow direction near the start 
and the end of heating and from the insulation material (fi
berglass board and balsa wood) of the top and bottom heated 
plates was estimated by measuring the wall temperatures and 
assuming one-dimensional heat flow, and was found to be 0.5 
and 12.8 percent, respectively. Heat loss from the side walls 
(plexiglass) of the flow passage material was also calculated 
by applying the natural convection between them and atmos
phere, and was about 4 percent. The values of mean Nusselt 
number obtained by these two methods were found to agree 
closely with each other. 

Results and Discussion 

Average Friction Factor. The Reynolds number depend-
' ence of average friction factor for fully developed duct flows 
with different rib heights and pitches is depicted in Fig. 5, 
where the results in the same duct with smooth walls are also 
included for comparison. All the curves show a decrease of / 
with increasing Re. For the smooth duct, the distribution of 
/ measured in this study coincides well with the theoretical 
expressions correlated by Blasius (Rohsenow and Choi, 1969). 
The maximum deviations of the measured data from the former 
and the latter correlations are 3 and 4 percent, respectively. 
Moreover, a comparison of/distributions between the smooth 
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for the former case as shown by flow visualization using a
light thread (Fig. 6), the pressure loss generated by the sudden
expansion and sudden contraction due to the presence of the
two opposite ribs for PilH = 10 is approximately the same
as for PilH = 15 and PilH = 20. Moreover, the increased
flow-redevelopment distance for larger PilH has only minor
contribution to the pressure loss. The value of / is, therefore,
dominated by the value of L,,, which increases with increasing
Pi and appears in the denominator of Eq. (I). The above
discussion explains why the 'average friction factor decreases
with increasing rib pitch, as revealed by Eq. (7).

At the dimensionless rib height of HIDe = 0.063, a com
parison of the present data with Han's data (1984) is also made
in Fig. S. The aspect ratios of the present channel and Han's
channel are 4: 1 and 2: 1, respectively. Although the different
aspect ratios result in different slopes m between the two works,
the qualitative trend is in agreement, that is, the average friction
factor first decreases and subsequently approaches an ap
proximately constant value as the Reynolds number increases.
For the present data, the curve tends to approach horizontal
approximately as Re'2.4.S X 104

• This result is also consistent
with the Moody chart, which shows a transition of friction
curve to a horizontal line approximately as Re'2. 4.5 X 104 for
HIDe = 0.05.

2.2
1.4
2.8

0.5655
0.5642
0.5661

0.1402
0.1129
0.0953

C; m n Deviation,
percent

0.1526
0.1943
0.2469

Coefficients Ch C;, m, and n in Eq. (7)

0.5603
0.7139
0.9069

Table 1

0.063
0.081
0.106

2 .3 4 5 6 789

XN/H
Fig. 6 Photograph of separating bubble and reattachment length

duct flow and the ribbed duct flow clearly reveals the large
friction loss caused by the existence of the ribs; the extent of
increased toll in friction increases with rib height and is ap
proximately factors of 4-6, 6-10, and 10-17, for HIDe =
0.063,0.081, and 0.106, respectively, forthe range ofRe tested.
This trend is physically reasonable and is due to the increased
blockage of the flow passage with increasing rib height.

The effects of Reynolds number (5.5 x 103 :5 Re:5 5.4 x 104
)

and rib pitch (PilH'2. 10) on the average friction factor can be
correlated by the following expression:

or
(7b)

where Ct> C', m, and n are constants for a given rib height and
are listed in Table 1 for various HIDe. Equation (7) is plotted
as straight lines of /(PilHllO)o,565 versus Re in Fig. 5 for
different rib heights. The average deviations in Eq. (7) from
the measured data are ± 2.2, ± 1.4, and ± 2.8 percent, re
spectively, for HIDe = 0.063, 0.081, and 0.106. It is worth
mentioning that an inclusion of the HIDe effect in Eq. (7)
based on two rib heights would lead to a correlation having a
form of / = C,Re- m(PilHIIO)-II(HIDeI0.063)Q with ± 13
percent maximum deviation from the measured data; however,
a deviation as high as ± 32 percent resulted from a correlation
based on three rib heights. It is for this reason that the pa
rameter HIDe was not included in Eq. (7). Sparrow and Tao
(1984) in a similar study (I X 104:5 Re:5 4.5 X 104

) did not
include HIDe in their correlation, either. They gave a corre
lation/ = C,Re- m where C1 and m vary with HIDe and Pil
H.

From Fig. 5 and Table I, it is seen that the slope m of the
/(PilHIIO)o.565 versus Re curve becomes flatter with increasing
rib height. This is also physically reasonable since the cross
sectional blockage increases with rib height and, therefore, the
inertial loss relative to friction loss is more significant as HI
De increases; the result illustrates a flatter curve for the higher
HIDe. As for the effect of rib pitch, Eq. (7) indicates that /
decreases with increasing Pi for a given rib height H. This
trend can be explained as follows. Since the sizes of the re
circulating zones immediately downstream and upstream of
the rib vary slightly as PilH'2.lO, approximately (4.1 ±0.2)H

Temperature Distributions. Some examples of holographic
interferograms of periodic fully developed channel flows are
displayed in Fig. 7. The typical temperature differences as
sociated with each fringe shift derived from the cutout region
(XNIH = 0.5) in Fig. 7(a) are listed in Table 2. It is seen from
Figs. 7(a) and 7(b) that the interference fringes in the near rib
region are thin and the fringe spacings are narrow, indicating
that the turbulence eddies are small in the flow region close
to the rib and that the heat flux is large due to steep temperature
gradients, whereas the fringes far away from the rib are thick
and the spacings are wide, indicating that the turbulence eddies
are large in the core flow region and the temperature gradients
are small. A comparison of Fig. 7(a) with Fig. 7(b) further
reveals the effect of Reynolds number on the temperature
distribution near the rib. As the Reynolds number is increased
from 6.4 X 103 to 1.02 X 104

, the acceleration of the flow
through the passage between the two opposite ribs is increased
and in turn the forced convection is enhanced, as shown by
the thinner thermal boundary layer on the rib top at higher
Reynolds numbers. The secondary thermal boundary layer
thickness at the trailing edge of the top surface of the rib is
estimated as y+ = 20, which is calculated from the apparent
shear stress of ribbed duct (Webb et aI., 1971) by measured
average pressure drop through the force balance as previously
made in the smooth duct (Fig. 4). It should be pointed out
that the value of liP is almost the same when measured from
the pressure taps, either on the ribbed wall or on the smooth
side wall. Figures 7(c) and 7(d) are examples of full-field in
terferograms taken at different instants and exhibit the time
dependence feature of measured line integrals of temperature
in the core flow region where the turbulence length scale is of
the same order as the optical path length across the test section.
However, in the flow regions close to the ribs and channel
walls the flow patterns (i.e., line integral measurements) vary
little with time since turbulence eddies closed to the ribs and
walls are small compared with the total disturbed optical path.

The temperature profiles at XNIH = 1 and XNIH = 7,
which are two axial stations across the separation bubble im-

. mediately downstream of the rib and across the redeveloping
flow region, respectively, are also interesting and, therefore,
are plotted in Fig. 8. The different open symbols represent
temperature distributions at different instants calculated from
the corresponding interferograms. In the redeveloping flow
region, the profiles at XNIH = 7 have very steep gradients
near the channel wall, indicating the existence of a thermal
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Flow Table 2 Temperature differences associated with each fringe
shift derived from cutout region in Fig. 7(a)
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Fig. 9 Streamwise distributions of local Nusselt number, turbulent ki·
netic energy, and wall temperature

Fig. 8 Temperature profiles measured by interferometry and thermo·
couple probing

in these regions. Outside the separation bubble and thermal
boundary layer, however, Fig. 8 shows that the instantaneous
temperature profiles are quite time dependent with a maximum
variance of about 10 percent of the temperature difference
between the wall and channel centerline, and that the turbulent
motions are large scale, as addressed in the previous section.

The solid circle in Fig. 8 represents the time-averaged mean
temperature distribution probed by using thermocouples. A
comparison of this thermocouple measured temperature dis
tribution with the instantaneous temperature distribution
measured by holographic interferometry reveals that a fluc
tuation can be as high as 28 percent of the mean value. A
comparison between the mean temperature profile measured
by thermocouples and that calculated from 50 instantaneous
interferograms is also worthwhile, and reasonable agreement,
with a relative difference of 4 percent, is found.

Fig. 7(c) Re = 8300, PilH = 10, HIDe = 0.081,0 s (x 1 full lield)

¥'=
(]" 0 (J

X, /H -05

Fig. 7(a) Re = 6400, PilH = 10, HIDe = 0.081 (x 6 magnification of
near rib region)

Fig.7(b) Re = 10200, PilH = 10, HIDe = 0.081 (x 6 magnification of
near rib region)

Y+ - 20
(Y 1 67 1Tl11l)

Fig.7(d) Re = 8300, PilH = 10, HIDe = 0.081,0.033 s (x 1 lull field)

Fig. 7 Examples of holographic interferograms of periodically fully
developed channel flows

boundary layer (also see Fig. 7), whereas the profiles at X N /

H='I do not exhibit a thermal boundary layer due to the
presence of recirculating flow. It is worthwhile to note that all
the profiles within the separation bubble (approximately Y/
H < 1) and within the thermal boundary layer tend to collapse
into one curve, indicating again the feature of time independ
ence of the line average due to the small-scale turbulent motion
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of Pi/H = 10, Re = 1.02 x 104, and Xh/De>l.l5, is plotted 
as a function of position along the surface for two consecutive 
pitches, N = JTto 10 and N = 10 to 11, in Fig. 9. The nearly 
identical Nu/Nu s distributions between these two consecutive 
pitches suggest that the flow region downstream of the rib. pair 
TV = 10 has already achieved fully developed thermal peri
odicity. The periodic thermally fully developed region is also 
characterized by the almost constant increase (about 2.5°C) 
of wall temperature from a pitch of N = 9 to a pitch of N = 
10, as shown in Fig. 9, and by the parallel relation between 
the wall temperature and the bulk mean air temperature at 
consecutive pitches. 

It is known that turbulence can enhance the heat transfer. 
Figure 9 further illustrates the close correlation between the 
local Nusselt number and turbulent kinetic energy distribu
tions. The latter was calculated by_Liou et al. (1988) using the 
k-e turbulence model. Both Nu/Nu s and k distributions exhibit 
two major peaks. The first peak is located slightly downstream 
of the rib's leading edge (F) where both the temperature gra
dient (thin thermal boundary layer, Fig. 7) and velocity gra
dient are steep due to enhanced forced convection of the flow's 
acceleration and turbulent transport by sudden contraction. 
The second peak appears approximately 0.5 to 1.0 rib heights 
upstream of the reattachment point measured in this study 
(Fig. 6) and previous works (Hijikata et al., 1983; Hsieh and 
Hong, 1989) and is therefore in the separation bubble. It is 
worthwhile to note that this result is consistent with the fact 
that in most cases axial turbulence intensity reaches a peak 
value approximately one step height upstream of reattachment, 
as concluded by Eaton and Johnson (1981) in a review of 
research on subsonic turbulent flow reattachment in sudden 
expansion pipe or channel flows, and further verified by Vogel 
and Eaton (1985) in measuring heat transfer and fluid dynamic 
downstream of a backward-facing step. In addition, there ex
ists the third peak, although not so obvious as the aforemen
tioned two major peaks, located at a small distance upstream 
of the rib's leading edge (XN/H = 9.0) due to the high tur
bulence intensity generated by the mean velocity gradient as
sociated with part of the fluid that has to turn from the duct 
wall into the rib contraction. 

The dashed line (Nu/Nus = 1) in Fig. 9 represents the Nu 
distribution for the smooth-wall duct; hence, the part of heat 
transfer enhancement due to the presence of rib pairs is dis
played in terms of N u / N u s > l . It is also seen that the net 
contribution to heat transfer enhancement for the region of 
G<XN/H<3.0, i.e., for most of the separation bubble, is 
approximately zero. The reason is that the recirculating fluids 
near the surface (GO) and concave corner (0) of the rib are 
nearly stagnant so that the heat transfer rate of this part of 
the ribbed duct is even less than that of the corresponding 
smooth duct, which underwent forced convection at the same 
duct Reynolds number. Consequently, if a hot gas flows out
side a ribbed channel that is cooled from the inside, as inves
tigated in the present work, the rear surface of the rib (XN/H 
= 0) and the duct wall of 0<XN/H<1.0 are susceptible to 
hot spots. 

It is interesting that the very high temperature gradients on 
the upstream vertical and top surfaces of the ribs observed in 
Fig. 7 tend to suggest that the extended surface effects may 
dominate over enhanced transport due to increased turbulence 
by the rib turbulators. However, a comparison of the average 
Nusselt number for the extended surface (EFGO in Fig. 9), 
NUEFGO = 1.96Nus, with that for the duct wall (0E in Fig. 9), 
Nu0B = 1.94Nus, reveals that heat transfer augmentation due 
to increased turbulence by the rib turbulators is comparable 
to, although slightly lower than, that due to the extended 
surface effects. In addition, the order of magnitude of Nu0£ 

= 1.94Nus is comparable to the mass transfer coefficient en
hancement, Sh0B = 1.90Shs, measured by Molki and Mos-
toufizadeh (1989) in turbulent heat transfer in a rectangular 
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Fig. 10 (a) Nu/Nus versus Re at various H/De and Pi/H for ribbed duct; 
(b) Nus versus Re for smooth duct 

duct with repeated-baffle blockages using naphthalene subli
mation techniques. Note that the surface of the baffles was 
not covered with naphthalene in their work and hence the mass 
(heat) transfer enhancement is only due to improved turbu
lence. 

Average Heat Transfer Coefficient. The dependence of the 
average Nusselt number on the rib height, rib pitch, and Reyn
olds number can be well correlated by an equation of the form 

Nu~ = C2'Rer-(Pi/H)-s = C2-Rer-(Pi/H)-°122 (8a) 
or 

NvI=Ci.Re' ' . (P// i / /10) '0 1 2 2 (8b) 
where the constants C2) C2, and r vary with the rib height. 
They are listed in Table 3. The average Nusselt number ratio 
(Nu/Nu,s) is also presented as a function of Reynolds number 
(Re) for various dimensionless pitches (Pi/H) and rib heights 
(H/De) in Fig. 10. The solid lines passing through the data 
points of Fig. 10 are the least-squares fits. Moreover, the de
pendence of the average Nusselt number (Nus) for the corre
sponding smooth-walled duct is included in Fig. 10 for 
comparison. For the smooth duct good agreement is found 
between Nu s , determined by the present interferometric 
method, and those calculated by the empirical relationship 
(Rohsenow and Choi, 1969) 

Nu s = 0.023.Re°-8'Pr0-4 (9) 

over the tested range 6.4 x 103<Re<3.5 x 104. Both smooth 
(Nus> Fig. 10) and ribbed ducts (Nu, Table 3) display an in
crease of average Nusselt number with increasing Reynolds 
number; however, the rate of increase is slower for the ribbed 
duct (~ Re0,6) than for the smooth one (~Re0'8) and hence the 
Nu/Nu s shown in Fig. 10 all decrease with increasing Reynolds 
number. The reason for the shift of Re0'8 dependence in the 
smooth-walled case to Re0,6 in the rib-walled case is that in the 
latter case part of mean-flow energy used for convection heat 
transfer has been transferred into turbulent kinetic energy, 
which subsequently enhances the heat transfer rate through 
enhanced turbulent transport. 

Table 3 further shows that, due to the larger increase of the 
constant C2, Nu increases with increasing rib height for ranges 
of Re and Pi/H tested, although the constant r decreases 
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slightly. The slight decrease of r with increasing rib height was 
also found by Sparrow and Tao (1984) for Sherwood number. 
Physically, the increase of Nu with rib height is due to the 
increased surface area and flow acceleration caused by rib 
contraction. As for the effect of pitch, Fig. 10 shows that Nu/ 
Nus decreases with increasing Pi/H for a given rib height. The 
reason is that for Pi/H> 10 the length of the separation bubble 
alters slightly, as addressed previously, whereas the distance 
between the reattachment point and the successive rib increases 
with Pi/H. In other words, within one pitch range the major 
contribution to the heat transfer enhancement resulting from 
regions upstream of reattachment alters slightly with Pi/H; 
however, downstream of the reattachment point the local Nus-
selt number shown in Fig. 9 has a larger distance for continuous 
decay, and hence the Nusselt number is decreased after av
eraging over one pitch distance as Pi/H increases beyond 10. 
It is interesting to note that, in a previous study of fully de
veloped turbulent air flow of a rib-walled square duct for Pi/ 
H = 10 and Pi/H = 20 using the energy balance method by 
thermocouple technique, Han et al. (1985) also showed that 
the average heat transfer enhancement for Pi/H = 20 is smaller 
than for Pi/H ~ 10. Additionally, the level of heat transfer 
augmentation of the ribbed duct over the smooth one is ap
proximately 1.5-2.2, 1.7-2.5, and 1.8-2.9 times Nus for H/ 
De = 0.063, 0.081,and 0.106, respectively, for the test ranges 
of Pi/H and Re, as depicted in Fig. 10. 

Rib Heat Transfer. It is instructive to investigate the sep
arate contributions of the rib pair to the total heat transfer 
(Q,) and area (A,) per pitch. Figure 11 displays the ratios of 
Qiib/Qi (solid symbols) andAlib/A, (open symbols) as functions 
of Pi/H for Re = 3 x 104 and various H/De. The quantity 
Qrib is the heat transferred by one rib pair per pitch and A^ 
is the wetted area of one rib pair. It is seen that at a given H/ 
De the Qrit/Q/ curve lies above the Arib/A, curve for the present 
turbulent flow, that is, the rib pair can be considered to transfer 
more heat than the duct wall on a unit area basis. In contrast, 
a completely opposite trend (Fig. 11) due to the lack of heat 
transfer enhancement by turbulent transport is found for the 
laminar-flow case studied computationally by Rowley and Pa-
tankar (1984) under approximately the same H/De. Figure 11 
further shows that the difference between curve Qrit/Q* and 
curve Axib/A, increases with increasing H/De due to enhanced 
convection and turbulent transport with increasing H/De, a 
trend consistent with that of Nu/Nus versus H/De depicted 
in Fig. 10. In addition, similar to the behavior of Nu/Nus 
versus Pi/H shown in Fig. 10, both Qnt/Q* and Arib/A, de
crease with increasing Pi/H, whether the flow is laminar or 
turbulent, as shown in Fig. 11. 

0.063 
0.081 
0.106 

0.2466 
0.3552 
0.5809 

0.1862 
0.2682 
0.4286 

0.6556 
0.6294 
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0.1223 
0.1216 
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4.2 
2.1 

Summary and Conclusions 
This study has presented experimental results for turbulent 

heat transfer and friction in a rectangular duct with and without 
repeated rib pairs. The duct has hot gas flowing outside and 
is cooled from the inside. For the ribbed duct flow, the time-
averaged temperature profiles measured by using holographic 
interferometry are found to be in good agreement with those 
measured by using thermocouples. In addition, the measured 
average friction factor distribution is consistent with that of 
previous work and with the Moody chart. For the smooth duct 
flow, both the measured average Nusselt number and friction 
factor coincide well with available theoretical correlations. 
Moreover, the present interferometric data are in reasonable 
agreement with the well-known universal temperature profile 
in the near-wall flow region. The main findings are: 

1 For the ribbed duct flow, the distribution of local Nusselt 
number parallels that of the turbulent kinetic energy and re
veals two major enhancement peaks, one located slightly down
stream of the rib's leading edge and the other 0.5 to 1.0 rib 
heights upstream of the reattachment point. 

2 The rib's rear surface and the duct wall of 0<XN/H< 1.0 
are found to be susceptible to hot spots. 

3 Relative to a smooth duct, the presence of periodic ribs 
at two opposite walls yields up to 2.2-fold and 6-fold, 2.5-fold 
and 10-fold, and 2.9-fold and 17-fold increases in the fully 
developed average Nusselt number and friction factor for H/ 
De = 0.063, 0.081, and 0.106, respectively, for the ranges of 
Reynolds number and dimensionless rib pitch investigated in 
this study. 

4 For the range of dimensionless pitch studied, the rib pair 
transfers more heat than the duct wall does on a unit area 
basis. This finding is contrary to that of the previously reported 
laminar-flow case and serves to emphasize the importance of 
including mass transfer from the ribs as one adopts the naph
thalene sublimation technique mentioned in the Introduction. 

5 Correlations in terms of Reynolds number and dimen
sionless rib pitch and height are obtained for both the periodic 
fully developed average friction factor and Nusselt number. 
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Influence of Jet-Grid Turbulence 
on Flat Plate Turbulent Boundary 
Layer Flow and Heat Transfer 
The influence of high mainstream turbulence on turbulent boundary layer flow and 
heat transfer is experimentally investigated for length Reynolds numbers between 4 
x 10* and 1.5 x 106. The high mainstream turbulence is produced by a round tube 
grid with uniform jet injection. Injected air is blown in either an upwind or downwind 
direction at a controllable flow rate. A flat plate test section instrumented with foil 
thermocouples is located downstream from the jet grid. The turbulence intensity 
decay and length scale growth along the test plate, the mean velocity and temperature 
profiles across the boundary layer, and surface heat transfer distribution are meas
ured. The results show that the grid with downwind injection produces a slightly 
higher turbulence intensity and a smaller length scale than the grid with upwind 
injection. A higher turbulence intensity and a smaller length scale further enhance 
the surface heat transfer coefficient. The jet-induced high turbulence does not alter 
the downstream velocity and temperature profiles in their logarithmic regions, but 
the wake regions are lower than the zero turbulence profiles. The Reynolds analogy 
factor, the augmented friction factor, and the augmented Stanton number are higher 
than those from existing correlations when the jet grid turbulence intensity is greater 
than 6 percent. 

Introduction 
The influence of high mainstream turbulence on turbulent 

boundary layer flow and heat transfer is a critical problem in 
gas turbine airfoil design. In a wind tunnel with grid-generated 
turbulence intensity of up to 6 percent and length scale to 
boundary layer thickness ratio of up to 5, Simonich and Brad-
shaw (1978) and Hancock and Bradshaw (1983) found that the 
Stanton number increases with increasing turbulence intensity 
and with decreasing turbulence length scale ratio. Blair (1983a, 
1983b) conducted extensive experiments to determine the in
fluence of mainstream turbulence on flat plate, turbulent 
boundary layer heat transfer and mean profile development 
with wind tunnel, grid-generated turbulence intensity ranging 
from 0.25 to 6 percent. Blair's data support Simonich, Han
cock, and Bradshaw's conclusions. He reported that the Stan
ton number with a 6 percent intensity was 18 percent higher 
than the zero-turbulence case. Blair also found that the log
arithmic region of the mean velocity and temperature profiles 
is not altered by mainstream turbulence intensity of up to 6 
percent. Correlations for increased heat transfer and friction 
factor were obtained to account for the combined effects of 
turbulence intensity, length scale, and momentum thickness 
Reynolds number. In all the above studies, the effect of main
stream turbulence on turbulent boundary layer flow and heat 
transfer was examined in a wind tunnel, with a nominal grid-
generated turbulence intensity of up to 6 percent; the turbu
lence intensity over the test flat plate was nearly homogeneous 
and nearly isotropic. However, it is common for turbulence 
intensity in a gas turbine mainstream to be as high as 15 to 20 
percent. Here we investigate whether the previous results can 
be extended to very high turbulence conditions, and whether 
the Stanton number continuously increases with further tur
bulence intensity or remains constant above a particular level 
of intensity. It is difficult, however, to obtain very high main-

'Current address: General Electric Company, Aircraft Engine Group, Cin
cinnati, OH. 
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stream turbulence with the simulated length scale in engine 
conditions in standard grid-generated, turbulence experiments 
in a wind tunnel. 

One technique for producing high turbulence is by use of a 
wind tunnel grid with uniform jet injection (jet grid) (Gad-El-
Hak and Corrsin, 1974; Tassa and Kamotani, 1975). Com
pressed air flowing inside the hollowed grids was injected 
(through small injection holes uniformly distributed on the 
grid surface) in the upwind or downwind direction at a con
trollable flow rate. A turbulence intensity as high as 15 percent, 
with isotropy and homogeneity, was attainable. The turbulent 
boundary layer heat transfer and mean profile development 
were not investigated in these studies. O'Brien and VanFossen 
(1985) applied the technique to study the influence of jet grid 
turbulence on heat transfer from the stagnation region of a 
cylinder in a cross flow. With the injection ratio adjusted to 
an optimal value for flow uniformity, the turbulence intensity 
at 16 grid diameters downstream from the jet grid was 12 
percent for downwind injection and the heat transfer was 37 
to 53 percent higher than that for zero turbulence. Mean ve
locity and temperature profiles across the boundary layers were 
not measured. 

In the present investigation, the round tube grid with uni
form jet injection (jet grid) was employed to stimulate the 
effect of high mainstream turbulence on turbulent boundary 
layer flow and heat transfer. The temperature of the injected 
air (from air compressor) was about 1 °C lower than the main
stream (ambient air). A turbulence level as high as 12 percent 
for upwind injection and as high as 25 percent for downwind 
injection was attainable at 20 grid diameters downstream from 
the jet grid device. A flat plate test section, instrumented with 
foil thermocouples, was placed 9.25 grid diameters down
stream from the jet grid. The following quantities were meas
ured, with and without injection: turbulence intensity decay 
along the test plate; mean velocity and temperature profiles 
across the boundary layers; and distributions of the test plate 
surface temperature. The integral length scale growth along 
the test plate, the logarithmic velocity and temperature profiles 
across the boundary layers, the Reynolds analogy factors, and 
the local Stanton number distributions on the test plate were 
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Fig. 1 (a) Schematic of the test rig; {b) schematic of the jet grid device 

calculated. The combined effects of turbulence intensity, length 
scale, and momentum thickness Reynolds number on the aug
mented Stanton number and the augmented friction factor are 
determined under jet grid-generated high turbulence environ
ments. 

This study focuses on four objectives: (1) to create high 
turbulence by varying the jet grid injection direction; (2) to 
obtain augmented heat transfer distributions under the selected 
high turbulence conditions; (3) to extend the existing aug
mented heat transfer and friction factor correlation that ac

count for the combined effects of high turbulence intensity, 
length scale, and Reynolds number; and (4) to extend an ex
isting Reynolds analogy factor correlation from 6 percent tur
bulence intensity to much higher intensity levels. Han and 
Young (1988), Young (1989), and Mehendale et al. (1991) 
furnish further details. 

Experimental Apparatus 
Wind Tunnel and Jet Grid System. Figure 1(a) is a sche

matic of the low-speed wind tunnel with a jet grid system. The 
wind tunnel has an inlet cross section of 60.96 cm x 30.48 
cm. A 5 j j m cotton filter and a packed plastic straw flow 
straightener box are installed in front of the nozzle inlet. The 
contraction ratio of the nozzle is 4:1. The cross section of the 
test tunnel is 30.48 cm x 15.24 cm. The wind tunnel operates 
in the suction mode with a 5.6 kW axial blower. The turbulence 
intensity of the wind tunnel without a jet grid device at a 
mainstream velocity of 9.75 m/s is measured to be 0.75 percent. 
A weak suction blower eliminates the boundary layer developed 
inside the nozzle. The suction flow rate is about 1.66 percent 
of the main stream. 

The jet grid is inserted between the nozzle and the test tunnel. 
The grid is biplanar and square-mesh, with 1 3 x 7 oriented 
aluminum tubes. There are thirteen tubes in the vertical di
rection and seven tubes in the horizontal direction. The grid 
has a solidity of 44 percent (tube diameter = 0.635 cm and 
tube center line spacing = 2.54 cm), as shown in Fig. 1(b). 
The grid is joined to four steel chambers that are 10 cm in 
diameter and individually connected to the orifice-metered, 
compressed air supply. A Sullair air compressor of 20 mVmin 
capacity delivers 690 kPa of demoisturized compressed air to 
two consecutive air filters for further particle (3 /*m) and oil 
fume removal. The upstream pressure of the orifice meter is 
measured by a 1379 kPa face scale pressure gage. The pressure 
drop across the orifice is measured by a 30.5 cm mercury 
manometer. A motorized valve and a 1724 kPa pressure trans
ducer control the proper opening of injection air for repeatable 
operation. 

N o m e n c l a t u r e 

b = 
Cf = 

C/o = 

ACf = 

Cp = 

h = 
J = 

I" = j - , e — 

M = 
Pr = 
q" = 

Re* = 

Res = 

St = 

St0 = 

grid diameter 
local friction factor 
= 2TJ(PU2) 
local friction factor for zero 
turbulence 
augmented friction factor 
= Q •f -fo 
specific heat at constant 
pressure 
heat transfer coefficient 
injection ratio; injection mass 
flow rate/(injection mass flow 
rate + mainstream flow rate) 
streamwise dissipation length 
scale 
grid mesh length 
molecular Prandtl number 
heat transfer rate per unit 
surface area 
length Reynolds number 
= Ux/v 
momentum thickness Reynolds 
number = Ud/v 
local Stanton number 
= h/(pUCp) 
local Stanton number for zero 
turbulence 

T 
T 
1 w 

T 
1 aw 

Tu 

TUy = 

Tu 

ASt = augmented Stanton number 
= St - St0 

local profile temperature 
flat plate surface temperature 
adiabatic wall temperature 
streamwise turbulence intensity 
measured by a single hot-film 
sensor 
streamwise turbulence intensity 
measured by a crossed hot-film 
sensor = (w'2)1 / 2 / t / 
normal turbulence intensity 
measured by a crossed hot film 
sensor = (v'2)W2/U 

T+ = dimensionless local tempera
ture = (Tw - T)/(q"/ 
(pu*Cp)) 

U = mainstream (core) streamwise 
velocity 

u = local streamwise profile 
velocity 

u+ = dimensionless local streamwise 
velocity = u/u* 

u' = local streamwise fluctuating 
velocity 

v' = local normal fluctuating 
velocity 

x = 

X 

y = 

(3 = 

5 = 
7) = 

e = 
A/ = 

v = 

i = 

p = 
T = 

local friction velocity 
= (JJP)V1 

axial distance from flat plate 
leading edge 
axial distance from jet grid 
device 
distance from the flat plate 
surface 
dimensionless distance from 
the flat plate surface 
= {yu*)/v 
length scale parameter = L"/6 
+ 2 
momentum Reynolds number 
parameter = 3 • exp(-Re„/ 
400) + 1 
boundary layer thickness 
distance between the jet grid 
and the flat plate leading edge 
momentum thickness 
streamwise integral length scale 
kinematic viscosity of air 
unheated starting length from 
the flat plate leading edge 
mainstream air density 
time delay in the autocorrela
tion 
local wall shear stress = pu*2 
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Fig. 2 Conceptual view of high turbulence grids: (a) passive grid; (6) 
jet grid with upwind injection; (c) jet grid with downwind injection 

Figure 2 shows the conceptual view of three high-turbulence 
grids: (a) passive grid with no injection; (b) jet grid with upwind 
injection; 55 injection holes (hole diameter = 0.132 cm and 
hole spacing = 2.54 cm) uniformly distributed on the five 
horizontal tubes in the upstream direction; (c) jet grid with 
downwind injection; 66 injection holes (hole diameter = 0.066 
cm and hole spacing = 2.54 cm) uniformly distributed on the 
eleven vertical tubes in the downstream direction. 

Test Section and Instrumentation. The test plate is 5.08 
cm (X/b = 9.25) downstream from the jet grid device. As 
seen in Fig. 3(a), the test plate is constructed with the leading 
edge having a 0.32-cm-thick, 3.81-cm-long ellipse and a 1.27 
cm suction slot in front of the plate to lead the flow direction. 
The locations between the surface sensors (thermocouples, 
pressure tap) and the space probes (hot-wire probe, total pres
sure probe, and temperature probe) are shown in Fig. 3(b). 
Twenty-seven pieces of stainless steel foil, each 0.00254 cm 
thick, 5.08 cm wide, and 33 cm long, are cemented directly 
on a 7.62-cm-thick, flat insulation material (33 cm wide and 
152.4 cm long, glass fiber, reinforced polyisocyanurate foam). 
The foils are connected in series by copper bus bars and pow
ered by an a-c variac to supply a nearly uniform surface heat 
flux. Since the foil temperatures were between 35 and 50°C 
over the entire test plate, the foils were not rippled. The current 
is read from a digital multimeter. Fifty-five 36 gage, copper-
constantan thermocouples are soldered underneath the foils at 
strategic locations to measure surface temperature distribu
tions. The temperature drop from the back of the foil is ex
pected to be relatively small, but is estimated and taken into 
account for heat transfer calculation. All thermocouples are 
wired to a Fluke 2285B data logger and interfaced with an 
IBM XT personal computer for data acquisitions. Four read
ings are taken at each thermocouple location and averaged to 
eliminate minor temperature fluctuations on the surface. 

A computer-controlled traversing device on the top of the 
test tunnel holds the probe (hot-film probe, total pressure 
probe, or temperature probe) for data acquisition. It is driven 
by a Superior Electric stepping motor (3.957 kg-cm, 200 steps/ 
revolution). A ball screw (1.905 cm diameter and 0.508 cm 
pitch) and an anti-backlash supernut assembly yield 0.00254 
cm/step in either direction with no backlash. 

A four-channel TSI IFA 100 Constant Temperature Ane
mometer (CTA) with a four-channel TSI IFA 200 high-speed 
digitizer is connected to an IBM XT personal computer through 
a TSI DMA connector for hot-film data recording. The hot 
film is calibrated in the air jet from a third-order polynomial 
nozzle. The local streamwise root mean square (rms) calcu
lations of velocity fluctuations were based on 1032 readings 
from the hot-wire anemometer. The local streamwise turbu
lence intensity was then based on the average of five sets of 
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Fig. 3 (a) Relative locations of the test plate and probes; (6) distribu
tions of the thin foils and thermocouples 

rms values (5160 readings) normalized by the local streamwise 
velocity. Note that the total digitizing time for gathering the 
5160 readings was about 0.1-0.5 s. 

Surface static pressure taps are installed at X/b = 28.5 and 
X/b = 117.9. These taps are incorporated with the total pres
sure probe for boundary layer velocity profile measurements. 
A total pressure probe (United Sensor) with a flattened tip size 
of 0.0508 cm x 0.1016 cm measures the boundary layer ve
locity profiles. This probe is moved manually to touch the wall 
while viewing through a 3x magnifying lens. The calculated 
y+ value of this setup is around 10. A special miniature ther
mocouple probe (United Sensor) made of 36 gage copper-
constantan thermocouple wire measures boundary layer tem
perature profiles. The bead size is measured as 0.0508 cm o.d. 
Two sheathed leads threaded through two separate 0.05588 cm 
i.d., U-shaped hypodermic stainless steel tubing minimize the 
flow disturbance and give better support. 

Experimental Procedures and Data Analysis 
Experiments are performed for downwind, upwind, and zero 

injections with two mainstream velocities of 9.75 m/s and 19.5 
m/s. An optimal injection ratio that produces high turbulence 
intensity and maintains flow uniformity is employed to study 
the effect on the flat plate turbulent boundary layer heat trans
fer. Four selected test runs are listed in Table 1. The streamwise 
decay of turbulence intensity (Tux) is measured along the test 
channel centerline. The corresponding streamwise growth of 
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Table 1 Experimental conditions of current study 

Experimental Setups 

Case 

1 

2 

3 

4 

Mainstream Velocity 

9.75 m/s 

9.75 m/s 

9.75 m/s 

9.75 m/s 

Grid Type 

clear wind tunnel with no grid 

passive-grid with ,no injection 

jet grid with downwind injection 

jet grid with upwind injection 

Injection 
Ratio 

. -
0% 

2.2% 

2% 

integral length scale (Ay) is 'determined along the test channel 
centerline. In each case, the local Stanton number (St) versus 
length Reynolds number (Re*) is determined. The local Stanton 
number is converted from the local heat transfer coefficient. 
The local heat transfer coefficient is calculated as 

h={q"-qLs)/(Tw-Taw) (1) 

where q " is the uniform surface heat flux determined by the 
electric current and the foil resistance (I2R), and by the electric 
current and voltage drop across the foil (IV). The q'(oss is the 
heat loss by conduction from the foil to the insulation material, 
and by radiation from the foil to the channel walls. The Tw is 
the local foil surface temperature (about 35 to 50°C) read from 
thermocouples and Ta„ is the corresponding local adiabatic 
wall temperature (about 25 °C) measured before each run so 
as to compensate for drift in ambient conditions. The heat 
losses from conduction and radiation are about 7 and 8 percent, 
respectively, for the high and low mainstream velocities. The 
radiation loss was calculated based on the stainless steel foil 
emissivity of 0.2. The emissivity of stainless steel foil was 
experimentally determined by an Omega Optical pyrameter. 
Since the foil temperatures were between 35 and 50 °C over 
the entire test plate, the test surface was approximately con
sidered as a uniform heat flux boundary condition. The flat 
plate laminar and turbulent heat transfer correlations with zero 
turbulence intensity are employed for comparison and are 
shown in Eqs. (2) and (3), respectively. 

St0 = 0.453 P r - 2 / 3 R e ^ 1 / 2 ( l - ( £ / * ) 3 / V 1 / 3 (2) 

St0 = 0.0307 Pr~0ARe-°-2(Tw/Taw)~0A (3) 

The mean velocity and temperature profiles across the bound
ary layers are measured at two selected locations: the upstream 
location of X/b = 28.5 and the downstream location of X/b 
= 117.9. According to Kays and Crawford (1980), the tur
bulent boundary layer profiles can be divided into two regions: 

1 Sublayer region (y+ < 10): 

u+ =y+ (4) 

T+ =Pr-y
+ (5) 

2 Logarithmic-law region (y+ > 10): 

M + =odr l i y ' + + 5 (6) 

7,+ =2.195-ln>'+ + 1 3 . 2 ^ - 5 . 6 6 (7) 

Several iterations are necessary to determine the region of 
the logarithmic velocity profiles. The friction velocity (u*) is 
curve fitted from Eq. (6) with the measured u and y values in 
the logarithmic region. The same friction velocity u* is used 
to determine the region of the logarithmic temperature profiles 
by Eq. (7). Note that a turbulent Prandtl number of 0.9 is 
assumed in Eq. (7) for both low and high mainstream tur
bulence. Further study is needed to determine the turbulent 
Prandtl number under highly turbulent flow. The air properties 
are determined by using the average of wall and local tem
peratures. The calculated frictional factors from the curve-
fitted u* in Eq. (6) are compared with the following empirical 
correlation for zero turbulence intensity (Schlichting, 1968): 

C / 0/2 = 0.0296-Re"0'2 (8) 

Blair (1983b) found that the Reynolds analogy factor in
creases with increasing turbulence intensity for Tu up to 6 
percent as shown in the following equation: 

S t / (C/2)= 1.18+1.3 -Tu (9) 

The St, Cf, and Tu are based on values calculated between X/ 
b = 28.5 and 117.9. In this study, it is of interest whether Eq. 
(9) holds for even higher turbulence levels. 

Hancock and .Bradshaw (1983) indicated that the surface 
heat transfer and friction factor are affected by the mainstream 
turbulence intensity (Tu), the length scale to boundary layer 
thickness ratio (L"/8), and momentum thickness Reynolds 
number (Ree). They used grid-generated turbulence for exten
sive experiments and provided correlations between AC//Cy0 

(or ASt/Stn) and (Tu • 100)/(a • (3), where a = V'Jh + 2, 
and (3 = 3 • exp( - Re„/400) + 1. Blair (1983b) modified 
Hancock and Bradshaw's correlations to match his experi
mental data for Tu up to 6 percent. In this study, we will 
investigate whether the correlations can be extended to higher 
turbulence levels. 

Hancock and Bradshaw (1983) defined the streamwise tur
bulence dissipation length scale as 

Lu
e=-(u'2)V2/(U-(du'2/dx)) (10) 

Blair and Werle (1980) defined the streamwise integral length 
scale as 

{7 = 0 0 

R-dr (11) 

r = 0 

where 

R = u'(t)-u'(t + r)/u'2 (12) 
Blair (1983b) indicated that L" = 1.5 Af for grid-generated 
turbulence. In this study, the streamwise dissipation length 
scale (L") and the integral length scale (Ay) were calculated by 
solving Eq. (10) and Eqs. (11) and (12), respectively. The real 
time turbulent fluctuations (u') were measured by a single hot-
film sensor. 

Kline and McClintock (1953) outlined a method to propagate 
the uncertainties of the data. The uncertainties of the basic 
measurement variables are: wall temperature = 1 . 1 percent of 
the measured value, current = 2 percent, voltage drop = 3.1 
percent, length measurements = 5 percent, pressure drop = 
3.3 percent. The uncertainties of the typical derived variables, 
based on a 90 percent confidence interval, are: injection ratio 
= 5.1 percent, u' = 7 percent, Rex = 5.2 percent, Tu* = 7 
percent of the measured value, St = 6.5 percent, u* = 5.1 
percent, y+ = 7.2 percent, u+ = 7.2 percent, T+ = 7.2 
percent, Ay = 8.6 percent, Cf = 6.5 percent. 

Experimental Results and Discussion 
Uniform Periodic Flow at the Leading Edge. The periodic 

uniform flow at the leading edge of the flat plate is checked 
first. Periodic flow is caused by the grid. The uniformity of 
the periodic flow in the Y-Z plane is controlled by a boundary 
layer bleed at the plate leading edge as shown in Fig. 1(a). 
With proper leading edge suction, the test plate leading edge 
encounters an oncoming uniform periodic mainstream with 
respect to the Y-Z plane. This was done by moving the pitot 
tube probe across the Y-Z plane at the test plate leading edge 
for both high and low mainstream velocities. The optimum 
suction rate of leading edge to the mainstream is calculated as 
1.66 percent (Young, 1989). 

Mainstream Turbulence Intensity Decay. The mainstream 
turbulence intensity decay was measured by a single hot-film 
and crossed hot-film probe, respectively. It was found that the 
streamwise turbulence intensity measured by the single hot film 
(Tu) was slightly higher than that measured by the crossed hot 
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Fig. 4 (a) Streamwise turbulence intensity decay; (b) streamwise in
tegral length scale growth 

film in the streamwise direction (Tux). The streamwise tur
bulence intensity (Tux) was about 10-20 percent higher than 
the normal turbulence intensity (Tuy). The variation of stream-
wise turbulence intensity at the upstream region could be as 
high as 10 percent, but the variation at the downstream region 
was relatively small (Young, 1989). Figure 4(a) shows that, as 
expected, streamwise turbulence intensity (Tux) decreases with 
increasing distance from the jet grid device. The jet grid tur
bulence intensity (upwind or downwind injection) is higher 
than the passive grid (without injection) at the same axial 
location. The turbulence intensity with downwind injection is 
higher than the upwind injection at the upstream developing 
region and they approach each other at the downstream de
veloped region. The intensity has a larger decay rate imme
diately downstream from the jet grid, and the decay rate 
becomes equivalent to the other cases at X/b greater than 40. 
The turbulence intensity in a clear tunnel (no grid) is the lowest 
with a constant value of 0.75 percent. The intensity decay for 
the passive grid agrees with that obtained by Blair et al. (1981): 
Tu = 0.78 (X/b) ~5/7, but is lower than that proposed by Baines 
and Peterson (1951) for the square bar grid: Tu = 1.12 (X/ 
b) ~5/7. This may be caused by the round-tube grid in the present 
investigation. 

Mainstream Integral Length Scale Growth. The stream-
wise integral length scale (Af) growth rate along the test tunnel 
is shown in Fig. 4(b). For the passive grid, the eddy size at the 
grid location is about the same as the grid diameter and expands 
downstream from the grid location. The length scale for the 
grid with injection is slightly larger than that without injection 
at the same downstream location. The upwind injection, where 
the jet has additional traveling distance from upstream to 
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Fig. 5 Stanton number versus Reynolds number: (a) effect of grid in
jection for mainstream velocity of 9.75 m/s; (6) effect of grid injection 
for mainstream velocity of 19.5 m/s 

downstream of the grid, produces a larger scale than the down
wind injection. In the present investigation, the downwind 
injection produces a slightly higher turbulence intensity but 
much smaller length scale compared to that with upwind in
jection. The comparison between the turbulence intensity decay 
and the corresponding length scale growth from X/b = 18 to 
110 are listed in Table 2. 

Heat Transfer Measurements. Figure 5(a) shows a com
parison of the local heat transfer distributions for cases 1, 2, 
3, and 4. This compares the effect of different turbulence on 
the surface heat transfer coefficients in a 9.75 m/s mainstream 
velocity. To check the uniformity in the spanwise direction, 
the Stanton numbers along three axial lines of the foil-heated 
test section are measured at a 9.75 m/s mainstream velocity. 
The results show the spanwise Stanton numbers are uniform 
within 5-10 percent (Young, 1989). For the case of clear wind 
tunnel with no grid low turbulence, the Stanton number de
creases monotonically from the leading edge because of the 
growth of a laminar boundary layer. The laminar boundary 
layer is transitioned to the turbulent boundary layer at Reyn-
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Fig. 6 Universal velocity and temperature profiles across the boundary 
layer at X/b =117.9: (a) effect of downwind injection; (fa) effect of upwind 
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olds numbers between 2 x 10 and 7 x 10 . For the cases of 
grid and jet grid high turbulence, the Stanton numbers are 
much higher than the zero-turbulence correlation. This means 
that the grid and jet grid artificially create turbulent flow over 
the flat plate. As expected, the heat transfer coefficients are 
higher for the grid with downwind injection than that with 
upwind injection, and subsequently higher than that with no 
injection (passive grid). The grid with downwind injection has 
a higher turbulence intensity and a smaller length scale com
pared to that with upwind injection; therefore, the heat transfer 
is higher. At Re* = 105, the Stanton numbers for the grid with 
downwind injection are 75 percent higher than the zero tur
bulence correlation. Heat transfer results from Blair (1983a) 
with a 6 percent grid-generated turbulence and from Moffat 
and Maciejewski (1985) with a 26 percent free jet turbulence 
are included for comparison. Note that the slope of St versus 
Re* is deeper than those of Blair and Moffat and Maciejewski 
at the upstream region (Re* < 2 x 105). However, they are 
parallel to each other at the downstream region (Re* > 2 x 
105). Figure 5(b) shows the effect of the upwind injection in 
a higher mainstream flow (19.5 m/s). The results show that 
the laminar boundary layer is transitioned to the turbulent 
boundary layer at Reynolds numbers between 3 x 105 and 5 
x 105 for the no grid low turbulence case. The grid and jet 
grid high turbulence produce turbulent flow over the entire 
flat plate as evidenced by higher heat transfer than the zero 
turbulence correlation. The Stanton numbers with the upwind 
injection are higher than with the passive grid (no injection) 
because the turbulence intensity is higher. 

Based on these experimental observations, one may conclude 
that with the same level of mainstream turbulence intensity 
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Fig. 8 Reynolds analogy factor versus streamwise turbulence intensity 

the small-scale eddy seems to have more capability to penetrate 
into the boundary layer than the large-scale eddy. This implies 
that the small-scale eddy with high intensity (i.e., the downwind 
injection grid) may approach the surface and enhance the sur
face heat transfer. The large-scale eddy with high intensity 
(i.e., upwind injection grid) may not effectively penetrate into 
the boundary layer. Therefore, the augmented heat transfer 
for large-scale eddy is reduced. The mainstream turbulence 
should have a high level of intensity and a small-scale size to 
produce high heat transfer augmentation. 

Universal Velocity and Temperature Profiles. Figure 6 
shows the universal velocity and temperature profiles at X/b 
= 117.9. The u+ and T+ versus y+ correlations for the zero 
turbulence flow are included for reference. At the downstream 
location (X/b = 117.9), the u+ and T+ profiles for the passive 
grid with no injection are about the same as the zero turbulence 
correlations. The u+ and T+ profiles for the upwind and down
wind injections are about the same as the zero turbulence 
correlations except they are lower in the wake region. The 
wake region for the case of downwind injection is slightly lower 
than that of the upwind injection. 

Influence of Mainstream Turbulence on Skin Friction. 
Figure 7 shows the friction factor versus length Reynolds num
ber. The friction factor decreases with increasing length Reyn
olds number. The friction factor for the downwind injection 
grid is higher than the upwind injection and the passive grid 
with no injection. The present Cj versus Re* curves are ap
proximately parallel to that of the zero turbulence correlation 
over the entire range of the test section. Note in Fig. 5 that 
the St versus Re* curves are parallel to the correlation at the 
downstream region (Re* > 2 x 105), but the slopes of St versus 
Re* are higher at the upstream region (Re* < 2 x 105). 
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The Reynolds Analogy Factor. The Reynolds analogy fac
tor measures the response of the heat transfer coefficient and 
friction factor to the high mainstream turbulence. Figure 8 
shows the Reynolds analogy factor (2St/C/) versus streamwise 
turbulence intensity. The Stanton numbers and friction factors 
are taken from Figs. 5 and 7, respectively. Blair's correlation 
(Eq. (9)), which was based on experimental data for turbulence 
intensity up to 6 percent, is included for comparison. The 
Reynolds analogy factors increase with increasing mainstream 
turbulence intensity. The present data support the trend of the 
correlation for turbulence intensity up to 8 percent. The present 
data are much higher than the correlation for even higher values 
of turbulence intensity. The mainstream turbulence has more 
effect on the Stanton number augmentation than the friction 
factor; therefore, the Reynolds analogy factors are higher in 
the high mainstream turbulence flow. 

Influence of Turbulence Intensity, Length Scale, and Reyn
olds Number. Hancock and Bradshaw (1983) found that the 
augmented friction factor AC//C/0 increases with increasing 
turbulence intensity (Tu) and momentum thickness Reynolds 
number (Ree), but with decreasing ratio of length scale to 
boundary layer thickness (L"/S). Figure 9(a) shows the cor
relation between AC>/C/0 and (Tu • 100)/(a • /3). The present 
passive grid data supports the correlation for (Tu • 100)/(a • 
/3) up to 1.0, but the downwind and upwind injection grid 
produce much higher values of AC//C / 0 for (Tu • 100)/(a • 
/3) up to 2. 

Blair (1983b) modified the Hancock and Bradshaw friction 
correlation to match his experimental heat transfer data. He 
found that the augmented friction factor AC//Cy0 can be used 
to correlate the augmented Stanton number ASt/St0 by mul

tiplying a scale factor of 1.3 (this is the slope of Reynolds 
analogy factor equation); i.e., ASt/Sto = 1.3 • ACf/CfQ. Figure 
9(b) shows the correlation between ASt/StQ and (Tu • 100)/(a 
• (3). Note that for flow with a given turbulence intensity (Tu), 
the smaller L"/8 ratio (smaller a), and the larger Re# (smaller 
P) imply the larger (Tu • \00)/(a • /3) value. The ASt/St„ shifts 
to a higher value (shifts to the right-hand side of the curve). 
The reverse is also true. Consequently, the higher turbulence 
flow with the higher turbulence intensity, smaller scale eddy, 
and larger momentum thickness Reynolds number produces 
the higher heat transfer (and friction) augmentation. The pres
ent passive grid data support the correlation for (Tu • 100)/ 
(a • /3) up to 1.0. Figure 9(b) shows that the present ASt/Sto 
values for the downwind and upwind injection grid are much 
higher than those predicted from the existing correlation for 
(Tu • 100)/(a • (3) up to 2. The data presented in Figs. 9(a) 
and 9(b) are based on the assumption that the dissipation length 
scale equals the integral length scale, L" = A/, for jet grid-
generated turbulence. This is different from Blair (19836) who 
found that L" = 1.5 Ay for grid-generated turbulence. 

Based on these observations, Hancock and Bradshaw's cor
relations for the augmented friction factor and augmented 
Stanton number are acceptable for (Tu • 100)/(a • /3) up to 
1.0 for grid turbulence. However, they are not applicable for 
(Tu • 100)/(a • /3) up to 2.0 for jet grid turbulence. This implies 
that there are some fundamental differences of turbulent struc
ture between grid and jet grid turbulence. 

MacMullin et al. (1989) investigated the circular-wall-jet high 
turbulence on the flat plate heat transfer augmentation. They 
also found that the augmented Stanton numbers are much 
higher than Hancock and Bradshaw's correlations. This denies 
the wide applicability of the predictive correlations for arbi
trary high free-stream turbulence. 

Concluding Remarks 

1 Controllable free-stream turbulence can be obtained by 
the wind tunnel jet grid system. The turbulence intensity for 
the downwind injection grid can be as high as 25 percent at 
20 grid diameters downstream from the j et grid. The downwind 
injection can produce a higher turbulence intensity with a 
smaller length scale than the upwind injection. For the upwind 
injection, an additional traveling distance from upstream to 
downstream of the grid makes the length scale larger than the 
downwind injection. 

2 The universal velocity and temperature profiles at the 
downstream developed region are not affected by the jet grid-
generated turbulence intensity. The universal velocity and tem
perature profiles in the wake region are slightly lower than the 
zero turbulence correlation. 

3 The surface heat transfer coefficients and friction factors 
increase with increasing mainstream turbulence intensity but 
the heat transfer coefficients increase faster. At the upstream 
developing region (Tux > 6 percent), the slopes of the St versus 
Rev curves are higher than that of the zero turbulence corre
lation. At the downstream developed region (Tux < 6 percent), 
the slopes are parallel to each other. 

4 The present Reynolds analogy factors agree with Blair's 
correlation for turbulence intensity up to 8 percent, but the 
present data are much higher than the correlation when the 
turbulence intensity is greater than 8 percent. 

5 The combined effects of turbulence intensity, length scale, 
and momentum thickness Reynolds number in the augmented 
friction factor are determined by the Hancock and Bradshaw 
correlation. The augmented friction factors agree with the 
correlation for (Tu • 100)/(a • (3) up to 1.0, but the present 
augmented friction factors AC/Cf0 are much higher than those 
predicted from the correlation for (Tu • 100)/(a • (3) up to 
2.0. 

6 The augmented Stanton numbers agree with the corre-
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lation for (Tu • 100)/(a • /3) up to 1.0. However, the present 
augmented Stanton numbers ASt/St0 are much higher than 
those predicted from the correlation for (Tu • 100)/(a • /3) up 
to 2.0. In general, the correlation can predict the augmented 
friction factor and augmented Stanton number for grid tur
bulence but it underpredicts those for jet grid turbulence. 
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Evaluation of the Stagnation Point 
Region Owershoot 
Stagnation point region overshoot is the augmentation of total heat transfer owing 
to the presence of insulation at the stagnation point region of an otherwise isothermal 
body. Evidence summarized by the present work indicates that this paradoxical event 
can be made to occur. The overshoot is due to the singularly high temperature 
gradient that is impressed upon the boundary layer just as it arrives at the leading 
edge of the heated surface after passing over the insulated central portion. The 
evidence comprises experimental results based on the mass-heat analog using sub
limation of naphthalene and on theoretical boundary layer calculations using a 
method of local similarity. In the experiments, the insulated surfaces were simulated 
with inert wax, and isothermal regions with active naphthalene. The surfaces were 
circular disks facing uniform airstreams. The finding was that the total rate of mass 
transfer would be as much as 10 percent greater than that of a fully active disk if 
the radius of the central inert region were half the radius of the disk. Put another 
way, if only the 30-percent annulus at the outer edge of the disk were active, it 
would transfer mass at the same rate as the completely active disk under the same 
circumstances of flow. Corresponding results are expected from analogically heated 
disks operating with Prandtl number near unity and disk Reynolds number ranging 
from 5000 to 250,000. 

Introduction 
Stagnation point region overshoot is the augmentation of 

total heat transfer owing to the presence of insulation at the 
stagnation point region of an otherwise isothermal body. Evi
dence summarized by the present work indicates that this par
adoxical event can be made to occur. 

This topic is related to the analytical treatment of heat trans
fer to boundary layers from nonisothermal surfaces (e.g., Klein 
and Tribus, 1953; Kays and Crawford, 1980), or to the influ
ence of a hydrodynamic starting length, which is usually as
sociated with flat plates and internal flow through tubes (Kays 
and Crawford, 1980; Lau and Sparrow, 1980; Sogin, 1961). 

The heat-mass analog using sublimation of naphthalene to 
airstreams afforded the opportunity to study the influence of 
an adiabatic starting surface at the stagnation point region of 
circular disks (Sogin and Oskay, 1960). The central region was 
made inert (analogous to the insulated starting surface) by 
replacing the naphthalene in this area with a wax and leaving 
the naphthalene on the contiguous, concentric surface active 
(analogous to the isothermally heated surface). The mass trans
fer recession was measured by means of a machinist's dial 
indicator gage contacting the surface of a disk indexed to a 
graduated turntable; profiling the surface was performed be
fore and after the disk was exposed to an airstream during a 
metered time interval. The least count of the dial indicator 
gage was 0.0025 mm (0.0001 in.), and the turntable adapted 
to the method of measurement was in all aspects of comparable 
machinist's precision. 

The purpose of this paper is to summarize the experimental 
evidence for the overshoot, to evaluate it analytically, and to 
determine the optimum radius of the inert central region. 

We begin with homogeneous naphthalene disks facing uni
form airstreams: Their surfaces normal to the flow are entirely 
active. Experimental results are compared with an analytical 
distribution calculated by a method based on simple (first-
order) local similarity. The procedure is repeated for nonho-
mogeneous disks, that is, for disks having inert centers at the 
region of the stagnation point. We shall see that the experi-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 
18, 1990; revision received July 1, 1991. Keywords: Analog Techniques, Forced 
Convection, Mass Transfer. 

mental results confirm the method of the calculations. Finally, 
the optimum overshoot is evaluated. 

Summary of Apparatus and Scope of Data in the Ex
perimentation by Sogin and Oskay 

Description of the recent work by Sparrow and Geiger (1985) 
on local mass transfer from homogeneous naphthalene disks 
is readily available. However, the work by Sogin and Oskay 
(1960), which includes experimentation on both homogeneous 
and nonhomogeneous disks, has until now not appeared in the 
open literature. Therefore, before the results of these studies 
are presented and analyzed, some aspects of the earlier work 
are briefly reviewed with respect to its principal apparatus and 
scope of the data. 

The wind tunnel had an induced draft and an open circuit. 
Its test section was 81 cm wide by 56 cm high (32 by 22 in.), 
and the contraction ratio was approximately 7:1. The turbu
lence intensity ranged from about 0.8 to 1.4 percent, depending 
upon air speed and location. Air speeds were held steady during 
every run, and they ranged from 21.0 to 39.4 m/s. 

All of the disks used by Sogin and Oskay were 10.2 cm (4 
in.) in diameter. They were mounted on a fine sting held in 
place by means of guy wires. The forward end of the sting 
was designed so that the disks could be engaged quickly on 
male-female ground tapered fittings. The appropriate orien
tation of the sting was checked by simultaneously balancing 
multiple pressures at taps located at a uniform distance from 
the central axis, near the edge of a dummy substitute disk. 

The temporal average air temperatures of the runs reported 
here ranged from 25.6 to 32.3°C (78.1 to 90.1° F), with the 
exception of one run at 35.1°C (95.1° F). Each temporal av
erage temperature was itself the average of a set of four cal
ibrated thermocouples deployed to various locations in the 
airstream. In reducing the data for each run, the temporal 
average temperature was first corrected for the cooling due to 
the latent heat of sublimation. The corrected value was used 
to determine the equilibrium vapor pressure at the air-naph
thalene interface. The temperature corrections were about 
0.15 K on the average and never more than 0.33 K. 

Reagent grade naphthalene was used throughout the inves
tigation. The integrated mean depth of recession of the 
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Fig. 1 Radial distribution of the local Frossling number ratio on ho
mogeneous disks: 5000 < Re < 250,000 

naphthalene for all runs reported here ranged from 0.05 to 
0.26 mm (0.0021 to 0.0102 in.). Times of exposure to the 
airstream ranged from 0.5 to 2.0 hours. 

Experiments on Homogeneous Disks 
The experiments by Sparrow and Geiger (1985) on homo

geneous disks established that the distribution of the local mass 
transfer coefficient K(r) is everywhere proportional to the 
square root of the disk Reynolds number Re = UD/v in the 
range from 5000 to 50,000. This suggests correlating results 
independently of Re, in terms of the local mass transfer 
Frossling number 

Fg(r) = 
K(r) 

U 
Re (1) 

The radial distribution of the ratio Fg* = Fg(/-*)/Fg(0) for 
results taken from Sogin and Oskay (1960) and from Sparrow 
and Geiger (1985) is plotted in Fig. 1. The value of Fg(0) is 
arbitrarily set at 0.414 throughout the present work. The result 
of a "real flow" solution of the boundary layer equations 
(Sogin, 1991), the value 0.414 is 3-6 percent less than com
parable experimental findings. The differences may be ascribed 
to effects of turbulence, to questionable porosity of the solid 
and the resulting questionable value of specific gravity used 
in reducing data from local measurements, to difference of 
model geometry and size, or to any combination of these. 
However, it will be seen that these uncertainties cannot pro
foundly affect the analytical results of the present work. The 
points in Fig. 1 indicate averages of the results at corresponding 
locations in the five runs of the Series B experiments, in which 
Re ranged from 138,000 to 251,000. Each point of every run 

represents the average of six determinations, the recession of 
the naphthalene having been measured every 60 deg on a cir
cular pattern. The vertical bars are subtended by the local 
extremes of the data spread. The dashed graph in Fig. 1 rep
resents the correlating curves drawn by Sparrow and Geiger 
(1985, Figs. 3 and 4); these are averages obtained on un-
shrouded disks of 3.493-cm diameter. Thus Fig. 1 establishes 
a correlation of the ratio Fg* (/•*) in the range of Re from 5000 
to 250,000. The uncertainty of the data is about ±4 percent 
on the average. The greatest difference between the two sets 
of experimental averages—10 percent near the edge, at r* -
0.975—may be owing to the geometric dissimilarities of the 
two experimental models, particularly their dissimilar wakes. 
The solid graph in Fig. 1 is the result of the calculations ex
plained in the next section. 

Local Similarity Calculations for Homogeneous Disks 
Basic assumptions underlying all of the calculations in this 

paper are that the oncoming airstream is steady, incompres
sible, and irrotational while the boundary layer on the forward 
surface of the disk is steady, incompressible, nondissipative, 
and laminar. Further, the naphthalene vapor, a trace com
ponent, does not affect the thermophysical properties of the 
air; and the concentration of the naphthalene vapor at the disk 
wall is uniform along the active surface while the concentration 
of the vapor in the oncoming air is zero. 

In order to employ a method of local similarity for the 
purpose of calculating the mass transfer, we now suppose that 
corresponding to each point on the disk there exists a point 
on an equivalent wedge (Evans, 1968) such that the local 
Frossling number on the wedge equals the local Frossling num
ber on the disk. Neither hydrodynamic nor concentration in
formation feeds upstream, and every particle in the boundary 
layer reacts to its local environment without memory of its 
recent history. Thus in order to calculate the mass transfer 
coefficient at a point on the disk, we have first to determine 
the equivalent wedge flow at that point and second to calculate 
the Frossling number at the corresponding point on that wedge. 
Calculations repeated at successive points will yield the radial 
distribution of the ratio Fg *(/•*). 

From the boundary layer solutions for isothermal wedges 
(Evans, 1968), the expression for the Frossling number is given 
by 

1/2 

Fg(r*) = 
6f(r*) 

( 2 - P)-r* 
?'(0) 
Sc 

(2) 

where/(/•*) = v(r*)/U, v(r*) being the radial velocity at the 
outer edge of the boundary layer on the disk; /3 is the wedge-
angle (j3ir) parameter of the equivalent wedge; 0'(O), a simi
larity solution of the boundary layer equations, represents the 
concentration gradient at the surface of the wedge—the analog 
of the temperature gradient; and Sc is the Schmidt number 
(the analog of the Prandtl number), 2.55 for naphthalene vapor 
in air. Values of 0'(O) have been tabulated by Evans (1968) as 
a function of /3 and Sc. To pursue the evaluation of Fg(/•*), 

Nomenclature 

B = beta function 
c = an exponent in Eq. (6) 

D = diameter of disk 
Fg( ) - local Frossling number for 

mass transfer 
/(/•) = velocity ratio = v(r)/U 

Iz = incomplete beta function 
K(r) = local mass transfer coeffi

cient 
M( ) = total rate of mass transfer 

m = wedge flow exponent for 
disk 

Pr = Prandtl number 
Re = Reynolds number = UD/v 

r = radial coordinate 
Sc = Schmidt number 
U = velocity of uniform oncom

ing flow 
v(r) = radial velocity at outer edge 

of boundary layer 

x = radius of inert center 
/3 = wedge-angle boundary layer 

parameter 
8'(0) = parameter in boundary layer 

mass (heat) transfer solution 
v = kinematic viscosity 

Superscript 
dimensionless ratio, or nor
malized quantities 
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Table 1 Local similarity calculations of the Frossling number distribution for the entirely active disk surface 

r* 

0.000 

0.100 

0.200 

0.300 

0.400 

0.500 

0.600 

0.700 

0.800 

0.850 

0.900 

0.925 

0.950 

0.975 

1.000 

m 

1.000 

1.000 

1.000 

1.000 

1.000 

1.195 

1.434 

1.673 

1.912 

2.032 

2.151 

3.220 

5.845 

8.976 

11.508 

0 

0.5000 

0.5000 

0.5000 

0.5000 

0.5000 

0.5697 

0.6468 

0.7160 

0.7785 

0.8075 

0.8352 

1.0354 

1.3217 

1.4990 

1.5864 

9'(0) 

0.7618 

0.7618 

0.7618 

0.7618 

0.7618 

0.7708 

0.7801 

0.7879 

0.7943 

0.7973 

0.7998 

0.8042 

0.7295 

0.6926 

0.6771 

Fg 

0.414 

0.414 

0.414 

0.414 

0.414 

0.431 

0.462 

0.500 

0.544 

0.570 

0.596 

0.673 

0.762 

0.915 

1.108 

Fg* . 

1.000 

1.000 

1.000 

1.000 

1.000 

1.041 

1.116 

1.208 

1.314 

1.377 

1.440 

1.626 

1.841 

2.210 

2.676 
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Fig. 2 Velocity ratio v(f)IU at the outer edge of the boundary layer on 
a disk 

therefore, we need to know the quantities/(r*) and /3, which 
are intimately related (as we shall see), and which we need also 
for the first part of the calculations, namely, for determining 
the equivalent wedge flows. 

The velocity ratio function/(/•*) was determined (Sogin and 
Oskay, 1960) by measuring the pressure distribution on two 
different 10.2-cm-dia disk models (at different times) mounted 
on a 19-mm-dia sting fixed to the wind tunnel walls by guy 
wires. Both models were uniformly 12.5 mm in thickness. 
Bernoulli's theorem was used to calculate v(r*)/U. One of the 
disks was instrumented with multiple manometers, and the 
other with a single movable eccentric tap and a micromanom-
eter. Since there was no significant difference in the results, 
the summary of data in Fig. 2 treats the two models alike; the 

flags indicate coinciding data points. The base (rear surface) 
pressure coefficient was -0 .44 , and, consequently, the sep
aration velocity ratio at the disk edge was 1.20. The dashed 
graph in Fig. 2, representing measurements by Fail et al. (1957), 
reinforce the data of Sogin and Oskay (1960). The solid curve 
is the graph of the following patchwork of expressions, which 
the authors joined so that the data are represented continuously 
and smoothly. 

f0.480r*, 0<r*<0.418 

/(/•*)= 0.0735exp(2.39r*), 0.418<r*<0.9 

U.200-13.81z+120.9z2-396z3 , 0.9</-*<1.0 
(3) 

where z - 1 — r*. We are now prepared to establish the 
wedge-angle parameter /3. 

A power function 0 / " , where C and m are constants, is 
said to be the velocity of a wedge flow whether or not the 
shape of the surface in question is in fact a wedge. This includes 
the velocity at the outer edge of the boundary layer on a disk, 
either on the whole or at a local position; in the latter case C 
and m are regarded as local constants. Using a prime to rep
resent differentiation, v' (r) = C-m>r'',~x = m>v(r)/r, whence 

/ • * / ' ( > • * ) 
(4) 

/(/•*) 
By virtue of the Mangier transformation (Evans, 1968) the 
wedge-angle parameter 

2m 

m + 3 
(5) 

Thus the quantity m, which is a local property of the axially 
symmetric flow, is related to the quantity /3, a property of a 
locally equivalent plane flow. 

We now have all that is needed in order to calculate a local 
Frossling number on the disk. Table 1 provides details of the 
calculations; the solid graph in Fig. 1 represents the radial 
distribution of the ratio Fg*(r*), as already mentioned. 

Comparing the experimental and calculated results in the 
range of r* from zero to 0.925, we see that without exception 
the calculated results are either equal to or less than the average 
values in both sets of experiments. In this range, most notably 
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Fig. 3 Radial distribution of the local Frossling number ratio on non-
homogeneous disks: Re = 200,000 

in the neighborhoods of the two patches in Eq. (3), the max
imum differences are less than 8 percent. At about r* = 0.95, 
a crossover occurs. At the extreme edge, the calculated result 
exceeds the finding in the more recent experiments by 24 per
cent. However, the calculated results follow the trend of the 
data points taken from the earlier work, as far as they go. 
(The disks were traversed until r* = 0.975, clearing 1.3 mm 
from the edge of the naphthalene for the staging of the me
chanical stylus.) This agreement is consistent with the fact that 
the measurements of pressure distribution, upon which the 
calculations are based, were made on models congruent with 
the naphthalene disks. The mean value of the calculated 
Frossling number integrated on the surface area of the disk is 
0.544 as compared with 0.577, the result that Sparrow and 
Geiger (1985) found experimentally by weighing. 

The broad agreement between the results from the two sets 
of experiments and the calculations satisfactorily confirms the 
validity of the local similarity approximation, and it promises 
a reasonable estimate of the overshoot. 

Experiments on Nonhomogeneous Disks (Inert Centers) 
The inert centers were made by machining away the central 

naphthalene and replacing it with molten wax of a low melting 
temperature range. The final working surfaces were machined 
flush. Local rates of recession were measured as before. All 
of these test runs were carried out at Re approximately 200,000. 

The radial distributions of the test results are shown in Fig. 
3, where Fg*(jc*, r*) = Fg(x*, r*)/Fg(0, 0); x* denotes the 
dimensionless radius 2x1 D of the inert center and is, of course, 
a constant for any particular disk. Again, Fg(0, 0) = 0.414, 
independently of the presence of an active stagnation point. 
The closed circles depict the distribution measured during a 
singlular run for x* = 0.125. The open circles are the averages 
of four runs for x* = 0.250. The ends of the bars show the 
extreme data spread; the maximum deviation of an extreme 
from the average is about 8 percent of the average; and the 
average of the absolute discrete deviations is about 4 percent. 
Part of the scatter may be ascribed to unstable, transient sep
aration and reattachment, which undoubtedly occurs as the 
boundary layer fills the very slight cavity that forms behind 
the surface discontinuity (at the edge of the wax) as the 
naphthalene recedes. The dashed graph in Fig. 3 represents 
the homogeneous disks, corresponding to x* = 0. The solid 
graphs are the results of the calculations in the next section. 

Local Similarity Calculations for Nonhomogeneous 
Disks 

Following the summary work of Klein and Tribus (1953, 
Table II), the Frossling number that accounts for the hydro-
dynamic starting length of the boundary layer at the stagnation 
point region is now presumed to be of the form 

(o, r*<x* 
Fg*(x*,r*H (6) 

Fg*(0, r*)-[\-(x*/r*)T ,r*>x* 

where Fg*(0, /•*) is identically Fg* (/•*) in Table 1, and exponent 
c is here taken to be an empirical constant suitable to the data. 
The two solid curves in Fig. 3 are graphs of Eq. (6) with c = 
3/2. The fit of the graphs to the experimental results, the one 
at x* = 0.125 and the other for the averages at x* = 0.250, 
appears to be very satisfactory albeit on the basis of an ap
proximative theory and an empirical constant. 

Again, the degree of agreement between the experimental 
and calculated results is considered satisfactory for the present 
purpose. Equation (6) with c = 3/2 accounts for the influence 
of hydrodynamic starting lengths up to x* — 0.250. Its local, 
stepwise application to the rest of the disk provides reasonable 
agreement with the experimental results. Since the calculations 
almost universally underestimate the average experimental val
ues, they also will underestimate the overshoot. 

Clearly, the effect of the inert center is to introduce a very 
steep concentration gradient at the leading edge of the active 
surface. The resulting high flux contributes so very much to 
the total rate of mass transfer that, indeed, it may exceed the 
total rate from the corresponding homogeneous disk in the 
same flow situation. 

Calculation of the Total Mass Transfer and Its Opti
mization 

The total rate of mass transfer from the disk would be 
calculated according to 

M(x*) = — • ( 2-Kr*'K(x*,r*)'Cwdr* (7) 
4 Jx* 

where cw is the uniform concentration of the vapor at the active 
wall. Our interest, however, lies in the ratio of the mass transfer 
from a disk having an inert center of radius x to the mass 
transfer from a disk having an entirely active surface: M* (x*, 
r*) = M(x*, r*)/M(0, /•*). Hence 

Fg*(x*, r*)-r*dr* 

(8) M*(x*)--

i Fg*(0, r*)>r*dr* 

The base integral, the denominator, is essentially the mean 
Frossling number of the homogeneous disk; the value is 0.544. 
The convolution integral in the numerator is improper for x* 
> 0. That it converges for c = 3/2 is fortuitous. 

The integral can be evaluated in two parts: the first analyt
ically from x* to /•*, the interval where Fg*(/-*) = 1.00; and 
the second part numerically in the interval from r* to 1.0. The 
development of the analytical part is summarized in the ap
pendix. The result is 

M(x*, /•*) = g(X).(l-X)2 

r-3[- ) . / ( , _* , 
5 5 
3 ' 3 

>,(X) = i-+x+l-x2-xi 

X= 
r* 

3/2 

(9) 
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Fig. 4 Mass transfer ratio as a function of radius of the inert central 
region, showing the overshoot 

where / ( Z ) (5/3, 5/3) is an incomplete beta function, briefly 
tabulated in the appendix. 

Postponing further consideration of the real disk, let us now 
consider a hypothetical disk surface on which the velocity at 
the outer edge of the boundary layer would increase in direct 
proportion to the radius all the way to the edge of the disk, 
so that the coefficient of mass transfer from the homogeneous 
disk would be uniform on the entire surface. Then Eq. (9) with 
/-,* = 1.0 yields the mass transfer ratio M* (x*) as represented 
by the dashed-dotted curve in Fig. 4. The maximum total rate 
of mass transfer occurs at x* = 0.37, and the overshoot is 8.8 
percent of the mass transfer from the corresponding hypo
thetical homogeneous disk, whose mean Frossling number 
would be 0.414. Another way of looking at the overshoot is 
to consider the hardware. Only the 40-percent annulus at the 
edge of the disk has to be made active in order to achieve as 
much mass transfer as would obtain if the entire surface were 
active. 

On the real disk, the velocity at the outer edge of the bound
ary layer ultimately accelerates very rapidly at radii r* > 0.4, 
the range where extrapolation by means of Eq. (6) or of an 
alternative is as yet unsubstantiated. For this reason Eq. (9) 
is used with /? = 0.4, cutting the analytical calculations short 
at x* = 0.4. Then, as x* ranges from 0.0 to 0.4, calculations 
of the ratio M* (**) are completed for r* in the range from 
0.4 to 1.0 by numerical integration. The results of these cal
culations for M* (x*) are shown by the solid portion of the 
upper curve in Fig. 4. The dashed continuation is an extrap
olation freely sketched, allowing for the obvious trend sug
gested by the graph for the hypothetical disk and satisfying 
the constraints at the ends of the closed interval of x* from 
0.4 to 1.0. Thus is it estimated that the maximum occurs at 
x* « 0.5 on the real disk and that the overshoot is about 10 
percent of the mass transfer from the corresponding homo
geneous disk, whose mean Frossling number is 0.544. In terms 
of hardware, it would be sufficient to activate only the outer 
30-percent annulus to achieve the same mass transfer as with 
the disk of fully active surface. 

What has been found for mass transfer applies as well to 
heat transfer at Prandtl number near unity. The heat transfer 
Frossling number is the product of a Stanton number and the 
square root of the disk Reynolds number; thus 

where h{r) is the local coefficient of heat transfer, and p and 
cp are the density and specific heat of the fluid. In applying 
the mass-heat analog, the following equation will interpolate 
from the mass transfer results to corresponding heat transfer 
predictions: 

£§!«£=/ScV'64 (n) 
Fg \Vr) 

This relationship is equivalent to that of Eq. (15) by Sparrow 
and Geiger (1985) recast in terms of Frossling numbers. 

A configuration much more practical than the disk, of course, 
is the tube in crossflow. Chun and Boehm (1990) provide some 
numerical results for the circular tube in the Reynolds number 
range from 200 to 3480. They consider several cases, including 
adiabatic stagnation regions followed by contiguous isothermal 
surfaces. Their choice of parameterization and the limited 
breadth of numerical coverage preclude evaluation of any 
overshoot. However, their results qualitatively corroborate the 
trend of the results in the present work. 

As for mass experiments that include inert stagnation point 
regions in the two-dimensional case, I have seen no reports in 
this area. 

Conclusions 
Experiments on homogeneous and nonhomogeneous disks 

confirm that local similarity calculations satisfactorily predict 
the local mass transfer rates through the accelerating laminar 
boundary layer flow on the forward surface of a disk up to 
disk Reynolds number of 250,000. 

Table 1 correlates local mass transfer on homogeneous disks 
in the Reynolds number range from 5000 to 250,000, under
estimating the experimental values about 4 percent. 

The step function appearing in Eq. (6) with c = 3/2 em
pirically correlates data on nonhomogeneous disks (whose cen
ters are inert) and allows calculation of the total mass transfer 
by supporting convergence of the integral in the numerator of 
Eq. (8). 

It has been estimated that when the radius of the inert center 
of a nonhomogeneous disk is about half of the disk radius, 
the overshoot reaches a maximum, which is about 10 percent 
of the total rate of mass transfer from the front surface of the 
corresponding homogeneous disk. From another viewpoint, it 
would be sufficient to activate the 30-percent annulus adjacent 
to the edge of the disk for the rate of mass transfer to equal 
that from the homogeneous counterpart. 

Additional experiments ought to be performed for inert cen
ters of radii greater than a quarter of the disk radius, partic
ularly out toward the region of highly accelerated flows (/3 > 
1). The purpose would be to extend the use of the step function 
in Eq. (6) or to find an appropriate substitute. 

Experiments also should be performed to establish a cal
culation scheme for the plane nonhomogeneous stagnation 
region in practical ranges of Reynolds number. 
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The integral can now be closed in terms of standard beta 
functions: 

„ 4TT , / 4 2 
A=-T'*'B\-*'i \-h 

4 2 

"3 ' 3 
(A4) 

A tabulation of the incomplete beta function Ix(p, q) with p 
= - 4/3 and q = 2/3 is unlikely to be either found or suc
cessfully evaluated by numerical integration. Upon applying 
Soper's (1921) recursion formula "by raising p," 

4 2\ . r ~ ( i - * > " + J _ i ^ (A5) 
3 ' 3 

B 
3 ' 3 

3 ' 3 

A P P E N D I X 

Analytical Evaluation of the Integral in Eq. (7) From x* to 
/•f for the Case Fg*(0, r*) = 1.0 

The asterisks are omitted for convenience. We seek a closed 
form for the integral 

A=2 w\ [\-(x/r)i/2rmrdr 

Substitute 

Then 

\=(x/r)3/1; X=(x/rtf 

x=^^.['x-7/3(i-xrI/3dx 
5 Jy 

(Al) 

(A2) 

(A3) 

(The coefficient of the beta function B isp + q.) After applying 
the recursion formula two more times, the identity Iz(q, P) 
= 1 -7( i -z ) (P . q), and the recursion formula once again, and 
after some algebraic simplification, we come to Eq. (9) of the 
main text. 

Evaluation of 72(5/3, 5/3) is amenable to numerical inte
gration. Following is a brief tabulation of 

Ms '3 
1 

B 
r K"\\ - xy'dk (A6) 

Z 0.0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 
7Z 0.0000 .0422 .1279 .2392 .3659 .5000 .6341 .7608 .8721 .9578 1.000 

S ( 5 / 3 , 5/3) = 0.293337 Linear interpolat ion is inadequate . 

78 / Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. Stevens 

B. W. Webb 

Heat Transfer Laboratory, 
Brigham Young University, 

Provo, UT 84602 

Measurements of the Free Surface 
Flow Structure Under an 
Impinging, Free Liquid Jet 
The objective of this research was to characterize the flow structure under an im
pinging liquid jet striking aflat, normally oriented surface. The approach was the 
measurement of the free surface velocities of the jet prior to impingement and the 
surface velocities of the radially spreading liquid layer, A novel laser-Doppler ve-
locimetry technique was used. The LDVsystem was configured such that the meas
urement volume would span the time-dependent fluctuations of the free surface, 
with the surface velocity being measured. The mean and fluctuating components of 
a single direction of the velocity vector were measured. It was found that the radial 
liquid layer data collapsed well over the range of jet Reynolds numbers 16,000 < 
Re < 47,000 if plotted in dimensionless coordinates, where the measured velocity 
was normalized by the average jet exit velocity and the radial coordinate was nor
malized by the nozzle diameter. Mean liquid layer depths were inferred from the 
velocity measurements by assuming a velocity profile across the layer, and were 
reported. Pre-impingement jet measurements suggest that the flow development is 
nearly complete two diameters from the nozzle exit. 

Introduction 
Heat transfer studies of free liquid impinging jets have dem

onstrated the relatively high transfer coefficients that are found 
in such configurations (Stevens and Webb, 1991a; Vader et 
al., 1990; Chaudhry, 1964; Ma and Bergles, 1983; Inada et 
al., 1981). These high heat transfer rates have recently stirred 
interest in using impinging liquid jets to dissipate the antici
pated high heat fluxes of next-generation VLSI circuits (Kiper, 
1984; Yamamoto et al., 1987). As in all convective heat transfer 
situations, the flow field of an impinging liquid jet controls 
the heat transfer characteristics. In an attempt to understand 
the flow field and heat transfer under axisymmetric free liquid 
impinging jets, this study was undertaken to measure liquid 
velocities at the free surface of such jets, both prior to and 
following impingement against a flat, normally oriented sur
face. The measurements prior to impingement were made on 
the cylindrical stream free surface formed by the axisymmetric 
jet, while those following impingement were conducted on the 
free surface of the radially spreading liquid layer. An LDV 
system was used to measure the mean and fluctuating free 
surface velocities in a single direction by positioning the LDV 
measurement volume so that it spanned the spatial fluctuations 
of the free surface. 

While the flow structure for submerged jets, in general, and 
for air jets in particular, has been studied extensively in the 
literature for the cases of both impinging and a nonimpinging 
jets, free liquid jets have received comparatively little attention. 
Theoretical flow solutions for laminar axisymmetric and plane 
liquid jets were discussed by Adachi (1987). Nakoryakov et 
al. (1978) have discussed the flow field of an impinging liquid 
jet in an experimental and theoretical study on the mass transfer 
and friction factor under such a jet. Thomas et al. (1990) 
studied experimentally the radial flow originating from a pres
surized container on a rotating and stationary disk. For the 
stationary configuration, before the hydraulic jump, it was 
found that the film thickness either increased monotonically 
(lower flow rates) or decreased slightly, then increased (higher 
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flow rates). These effects are a combined result of the tendency 
for the layer to thin as it spreads out over the plate, and for 
it to thicken as it slows due to friction, with the second effect 
overtaking the first at large radius. Numerical calculations were 
carried out for this case by Rahman et al. (1990) using boundary 
conditions determined by the measurements of Thomas et al. 
(1990). Results agreed well with measurements for both liquid 
layer thickness and radial location of the hydraulic jump. Well 
upstream from the hydraulic jump, the liquid layer was char
acterized by a parabolic velocity profile. 

Watson (1964) analytically examined the laminar and tur
bulent radial spread of a liquid jet over a flat impingement 
surface out to, and including, the hydraulic jump using bound
ary layer theory. A similarity solution for laminar flow was 
developed of the form u = U(r)f{vi) where rj = z/h(r). Tur
bulent flow was also considered using an eddy viscosity model 
and proceeding analogously to the development for laminar 
flow. The flow of a planar liquid jet was discussed as well. 

Carper (1989) examined two approximate solutions to the 
laminar momentum equations for a free liquid impinging jet 
as part of a larger study of the heat transfer in such a config
uration. One of the approximate solutions was that of Watson, 
discussed above. The author also modified the solution from 
Hung (1982) by using an improved initial condition, and found 
that it agreed well with the results of Watson. 

Olsson and Turkdogan (1966) examined experimentally the 
radial flow field of an impinging liquid jet. Dimensionless 
nozzle-to-plate spacings (z/d) of 26 and 64 were used, and 
experiments included a variety of liquids with varying viscos
ities. A vernier height gage was used to measure the local liquid 
layer depth. Surface velocities were measured by using tracer 
particles and high speed photography. It was found that the 
surface velocity of the liquid layer was constant out to the 
hydraulic jump, and significantly less than the mean velocity 
of the falling stream. 

Azuma and Hoshino (1983) reported LDV measurements 
inside the radial liquid layer formed by placing an axisymmetric 
nozzle very close to a flat plate (results were reported for 
dimensionless nozzle-to-plate spacings of 0.07, 0.08, and 0.3). 
It was found that the radial film flow begins with a laminar 
boundary layer, which eventually reaches the free surface, 
absorbing the entire flow. For sufficiently large Re, the laminar 
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flow later changes to a turbulent flow so that the entire flow 
is a turbulent boundary layer. They found that a fourth-order 
polynomial assumption for the velocity profile represented the 
measured velocities better in the region of the laminar bound
ary layer, while Watson's profile fit the flow better in the 
region where the laminar boundary layer engulfed the entire 
flow. 

The literature review presented in the foregoing reveals little 
experimental work aimed at the characterization of the flow 
structure under free liquid jets. The objective of this study was 
to examine the flow structure of such a system. The approach 
was to measure liquid velocities at the free surface of several 
liquid jets prior to and after normal impingement against a 
flat plate. The surface velocities measured prior to impinge
ment were used to characterize the axial development of the 
jet after leaving the nozzle and before impingement. The meas
urements on the radially spreading liquid layer were used to 
infer the depth of the layer, and to make general observations 
about the flow field. 

Experimental Apparatus and Methods 
The impinging jet was formed in a closed-loop system con

taining a centrifugal pump, flow meters, jet nozzle, and ap
paratus for collecting spent liquid and directing it back to the 
pump. Nozzles of inside diameter 2.1, 4.6, and 9.3 mm were 
used. All nozzles were long enough to insure fully developed 
turbulent flow at the nozzle exit. A schematic of the system 
is shown in Fig. 1. The pump was a Teel Model 2P019 with 
maximum capacity of 53 1pm at 0.069 MPa and 7.6 1pm at 1.1 
MPa. A bypass flow circuit was included in order to allow the 
pump to operate at optimal conditions while maintaining the 
jet at the desired flow rate. The flow meters had a combined 
measurement range of 0.38 to 45.6 1pm (0.1 to 12 gpm) with 
uncertainty of 0.038 1pm for flow rates less than 3.8 1pm and 
uncertainty of 0.38 1pm for flow rates greater than 3.8 1pm. 
The average jet exit velocity was calculated from the flow meter 
readings and the known nozzle diameter. A heat exchanger 
included in the flow circuit maintained the circulating water 
near a constant temperature of 14°C. Fluid properties were 
evaluated at this temperature. 

Velocity measurements were made with a TSI laser-Doppler 
velocimeter using a Spectra-Physics 5 Watt argon-ion laser. 
The optics were configured for backscatter operation. Only 
one component of the velocity was measured in this study, 
using the 488 nm (blue) line of the laser. A 250 mm focal 
distance lens was employed at the end of the optics train. Beam 
expansion was omitted in order to increase the length of the 
measurement volume. A field stop system was employed with 
an aperture of 0.20 mm to optically filter extraneous light. 
This configuration resulted in the ellipsoidal measurement vol
ume having dimensions of approximately 0.118 mm and 2.78 
mm on the minor and major axes, respectively, and a beam 
intersection half-angle of 2.43 deg. The measurement volume 

impingement 
surface 

bypass 

heat 
exchanger 

cooling fluid 

Fig. 1 Schematic of liquid jet and flow loop 

contained approximately 21 fringes. The optics were deliber
ately configured to yield a long, thin measurement volume that 
would span the full range of estimated spatial fluctuations of 
the free surface flow in the jet and the radial layer. In order 
to insure that this would occur, the measurement volume was 
positioned so that the diagnostic volume was approximately 
centered on the mean location of the spatially fluctuating free 
surface. 

Photodetector output was processed by a TSI model 1980B 
signal processor operating in continuous data collection mode. 
The signal processor was normally set to accept data at 32 
cycles/burst and 1 percent comparison (5/8 comparison ratio 
over 20 cycles). Frequency shifting was employed, at either 1 
or 2 MHz, in order to gather data at sufficiently high data 
rate despite turbulent fluctuations in the liquid layer thickness. 
Five thousand data points were gathered to determine each 
reported mean velocity and fluctuating velocity measurement. 
The measurement volume was moved relative to the stationary 
experimental setup by moving the entire LDV system on a 
three-axis traversing table with ±0.1 mm resolution in each 
direction. The table positioning was accomplished using soft
ware on the same microcomputer used for the data acquisition. 

The flow was opacified for LDV surface velocity measure
ments by diluting the water with 5 percent whole milk. This 
dilution provided a reflective, free surface for the LDV meas
urements without significantly altering the viscosity of the 
water. Viscometer measurements revealed that the addition of 
5 percent whole milk changed the measured viscosity of the 
liquid by less than 3 percent. The long measurement volume 
designed to span the free surface fluctuations had the disad
vantage that it was capable of penetrating far below the free 
surface, and for most measurements on the spreading liquid 
layer, could span the entire depth of the flow. Hence, an 
opaque flow was desired in order to insure that velocity meas
urements would come only from the free surface. While it 
seems likely that the velocity measurements included data from 
some small, finite depth below the surface rather than just 
from the liquid-air interface, the velocity distributions showed 
that opacifying the water as described restricted the penetration 

Nomenclature 

5 = 

n = 

V = 

d = 
/ = 

h = 
K = 

Q = 

thickness of boundary layer 
growing from stagnation point 
dimensionless coordinate nor
mal to plate in spreading layer 
kinematic viscosity 
jet exit diameter 
local velocity profile in the 
spreading layer, Eq. (5) 
local depth of liquid layer 
constant representing u/U for 
a single assumed velocity pro
file 
jet volume flow rate 

Re = jet Reynolds number = Vjd/v v = 
r, z = coordinate directions, defined 

in Fig. 2 V = 
u = local mean velocity in the ra

dial direction 
U = measured mean surface veloc- V = 

ity of the radially spreading 
liquid jet 

U' = local rms variation of the sur- Vj = 
face velocity in the radially 
spreading liquid layer VJig = 

u = average radial velocity across 
the liquid layer at a given ra- z = 
dial location 

local mean velocity in the axial 
direction 
measured surface velocity of 
free liquid jet prior to impinge
ment 
local rms variation of the free 
surface velocity in the pre-im-
pingement jet 
mean jet exit velocity = AQ/ 
•wd2 

jet exit velocity corrected for 
the effect of gravity 
distance from the nozzle exit, 
measured along the jet axis 
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Fig. 2 Surface velocity measurement configurations and nomenclature 

of the optical probe volume to a very small depth. Velocity 
measurements from well below the free surface would have 
caused the velocity histogram to be skewed, particularly toward 
the zero-velocity signal from the stationary impingement sur
face. However, no such conditions were observed as the data 
was taken. 

For velocity measurements on the jet surface prior to im
pingement, the LDV system and jet were oriented as shown 
in the upper panel of Fig. 2. In this portion of the study, the 
jet flow was vertical with respect to gravity. The measurement 
volume was positioned as close as possible (where a useful 
signal could still be distinguished) to the nozzle exit, and meas
urements were made at discrete locations as the positioning 
table was moved downward. Observations using a strobe light 
showed that the free liquid jet surface began to destabilize, 
developing a wavy structure approximately 3-4 diameters from 
the nozzle exit. The LDV data rate decreased rapidly in that 
region as well, so fewer measurements were taken beyond z / 
d = 3. 

For measurements on the surface of the spreading layer, the 
system was oriented as shown in the lower panel of Fig. 2. In 
this case the jet flow was horizontal, and struck a vertical flat 
plate positioned normally to the axis of the jet. The plane of 
the laser beams was approximately 20 deg from normal with 
respect to the impingement plate, while still oriented to measure 
the radial component of the surface velocity. Since the im
pingement plane was oriented vertically with respect to gravity, 
and since the radially spreading flow decelerates with radial 
distance, gravitational effects became important at some radial 
location regardless of the initial flow rate. In order to quantify 
the effect of gravity on the measurements for each flow rate 
and nozzle size, free surface velocities were measured along a 
vertical diametral line intersecting the stagnation point. Meas
urements were made along this line on both sides of the jet 
from a position near the jet boundary (as close to r/d = 0.5 
as possible) out to r/d ~ 10. One scan was made by traversing 
the table upward, and the other by traversing the table down
ward with respect to the gravity vector. Axially symmetric flow 
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Fig. 3 Typical mean and rms surface velocities for pre-impinging free 
liquid jet 

caused the scans to be identical except for the influence of 
gravity. Thus, the effect of gravity on the flow structure can 
be clearly seen as any difference in the two scans. Since the 
hydraulic jump occurred only on the upward scan, the down
ward traverse was usually terminated at the same radial dis
tance that was reached in the upward scan. Reynolds numbers 
were chosen so that the effect of gravity would be small near 
the impingement point. This will be assessed and quantified 
later. 

Maximum uncertainty in the average jet velocity (measured 
with the flow meters) was estimated to be 7 percent. Uncer
tainty in the local surface velocity measurements (measured 
with the LDV) was estimated to be less than 2 percent. 

Results and Discussion 
Experiments were performed with nozzle diameters of d = 

2.1, 4.6, and 9.3 mm and Reynolds numbers ranging from 
8500 to 47,500. Surface velocity measurements were made on 
the liquid jet prior to impingement in order to assess the axial 
development of the jet velocity as it changed from the fully 
developed pipe flow at the nozzle exit to the eventual flat 
velocity profile dictated by the boundary conditions. Figure 3 
illustrates this development for three jet configurations. The 
measured surface and rms velocities are normalized by the 
average jet exit velocity corrected for the effect of gravity (since 
the jet was oriented vertically) according to the mechanical 
energy equation 

VJtg = (2gz' + VJ)U2 (1) 

This gravity correction was typically very slight, amounting to 
less than 2 percent in the worst case. It can be seen that for 
the large nozzle at the lower Reynolds number, the flow de
velopment is very rapid, with the measured velocity within 5 
percent of the mean jet exit velocity at one nozzle diameter 
from the exit. For the large nozzle at higher Re, and the smaller 
nozzle, the flow development was slower, requiring approxi
mately two and three nozzle diameters, respectively, to reach 
V/Vjtg = 0.9. This is also clear from the rms surface velocity 

• fluctuation profiles, which decrease sharply in the region 0 < 
z'd < 0.25, with much more gradual change thereafter. The 
mean and rms surface velocity results give some indication as 
to the relative flow development in the free liquid jet prior to 
impingement. The jet was observed to destabilize for spacings 
beyond z/d ~ 4, rendering surface velocity measurements very 
difficult. Most of the free surface velocity measurements that 
follow, except where noted, were taken with nozzle-to-plate 
spacing z/d = 1.0. For the configurations demonstrated in 
Fig. 3, as well as other measurements not shown, this corre-
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Fig. 4 Measured surface velocities in spreading liquid layer 

sponded to a dimensionless development, V/Vig, of at least 
0.8. If a cubic polynomial in /-is assumed for the axial velocity 
profile, v(r), in the pre-impingement liquid jet, and the shear 
at the free surface is assumed negligible, V/Vjig = 0.8 corre
sponds to a centerline velocity of 1.47 Vj, while a ratio of 0.95 
yields a centerline velocity of 1.12 Vj. Thus, at a nozzle-to-
plate spacing of z/d = 1, the pre-impingement jet velocity 
profile is distinctly different from the fully developed pipe 
flow profile, but has not, in most cases, approached a flat 
velocity profile, v(r) = Vj. 

Turning now to the measurements from the free surface of 
the radially spreading liquid layer, Fig. 4 demonstrates sample 
measured surface velocity profiles for each of the three nozzles 
used in this study. Each of the profiles exhibits a pronounced 
maximum. The radial position where gravity begins to affect 
the flow can be clearly seen as the upward traversing profile 
separates from the downward profile. This separation point 
could not be generally correlated at a radial position for the 
data taken in this study, although it appeared to occur at or 
after the maximum. Data from the upward and downward 
traverses were not taken at exact matching radial locations; 
however, the shape of the profiles can still be seen clearly in 
Fig. 4. The gravity effect was found to be less than 8 percent 
for all r/d measured and less than 3 percent for r/d < 3. While 
each profile in Fig. 4 contains a maximum, the profiles are 
otherwise dissimilar for each of the different nozzles. However, 
when the measurements are plotted in dimensionless coordi
nates as in Fig. 5, nearly all of the data collapse around a 
single band. To reduce confusion in the plot, only the data 
for upward scans are shown in Fig. 5. The one data set that 
falls well away from the rest corresponds to a Reynolds number 
of 8500, while the next lowest Re is 15,800. The difference in 
Re may explain the difference in shape. Although not entirely 
consistent, the data appear to follow a general trend of higher 
U/Vj for lower Re at a given radial position. A correlation of 
all measured data is also shown in Fig. 5. The correlation 
divides the radially spreading jet into two regions, and rep
resents the data as a parabola matched (in both magnitude and 
slope) with a straight line: 

0.5 <r/d< 2.86 U/Vj= -0A25(r/d)2 

+ 0.625(r/d) +0.303 (2a) 

2.86<r/rf<14 U/Vj=-0.0936(r/d) + l.33 (2b) 

Equation (2) fits 97 percent of the data within ±20 percent 
and 80 percent of the data within ±10 percent. This evaluation 
(as well as the correlation itself) is based on both upward and 
downward scans, as well as several repeated tests. 

Plotted in dimensionless coordinates, all of the U/Vj profiles 
of Fig. 5 have a maximum at r/d » 2.5. This maximum exhibits 

o.o 5.0 10.0 15.0 

r/d 
Fig. 5 Dimensionless surface velocity profiles versus normalized radial 
position 

two unexpected features. First, its magnitude is generally greater 
than unity (U > VJ). Indeed, the data for the d = 2.1 mm 
nozzle at Re = 8500 exhibit a maximum surface velocity 25 
percent higher than the average jet exit velocity, Vj. This con
tradicts Watson's assumption that the free surface velocity is 
equal to the average jet exit velocity until the boundary layer 
reaches the free surface. The second unexpected observation 
is that the radial location of the maximum at r/d ~ 2.5 is well 
beyond any observable curvature in the free surface, which, 
using crude measurements, was estimated to be confined to r/ 
d < 0.7. Since only the radial component of the velocity was 
measured, low velocities would be expected very near r/d = 
0.5 where significant curvature exists on the free surface and 
the total velocity vector contains a significant axial component. 
However, by r/d = 1.0, geometric calculations show that the 
radial surface velocity component constitutes greater than 95 
percent of the free surface velocity vector. The location of the 
local maximum might be explained as an effect of the accel
eration in the radially redirected jet flow. Outside the boundary 
layer, the flow accelerates in the radial direction starting from 
zero at the jet axis, while satisfying continuity across the liquid 
layer. The maximum occurs when the accelerating radial flow 
is overtaken by the retarding effect of wall shear (as the bound
ary layer reaches the free surface). This would explain why no 
such maximum was observed by Azuma and Hoshino (1983). 
The jet in that study was essentially a radial wall jet due to 
the proximity between the plate and nozzle, and would exit 
the annular space between the plate and nozzle at a maximum 
velocity. Thus, only constant velocity and decelerating flows 
would be measured at the free surface. 

The effect of nozzle-to-plate spacing on the flow of the 
radially spreading liquid layer was evaluated by repeating 
measurements of a single nozzle size and flow rate at spacings 
of z/d = 1, 2, 3, and 4 (Stevens and Webb, 1991b). Over this 
range, the effect was negligible, with all measured data clus
tered in bands of average width of 2 and 8 percent for the 
mean and rms velocities, respectively. In the bands, no con
sistent dependence of the velocity on the nozzle-to-plate spac
ing was apparent. While spacing would undoubtedly begin to 
affect the flow at some z/d, no measurements were conducted 
at z/d > 4 in this study due to jet destabilization and the 
attendant sampling difficulties. 

Predictions of the free surface velocity from Watson's anal
ysis are compared with the data of this study in Fig. 6 for 
several measurement configurations. As discussed previously, 
Watson's analysis assumes that U/Vj = 1.0 for r < r0. All 
curves with Watson's analysis begin at r/d = 1.5, because an 
additional assumption of the theoretical development is that 
r/d » 0.5, since a term of order (d/lf/P is neglected. For 
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the smallest nozzle only the laminar theory predicts closely the 
experimental data, while for the 4.6-mm-diam nozzle the data 
fall between the laminar and turbulent predictions, the tur
bulent flow theory being slightly better. In all cases the analysis 
fails to predict the local maximum near r/d = 2.5 with cor
responding U/Vj > 1.0. 

Figure 7 shows the calculated dimensionless layer depth using 
an assumed parabolic velocity profile, u(z), across the liquid 
layer. To reduce confusion, only data from the upward scans 
are shown. The mean liquid layer depth was calculated from 
considerations of global continuity at a given radial position, 

Trd2V/4 = 2Trrhu 
which upon rearranging yields 

'A / j _ \ / i 
Kr/d, 

(h/d) •• 
u/Vj 

(3) 

(4) 

If the substitutions r) = z/h and/(r/) = u/U are made, then 

u=U \ f(n)dri=KU 
Jn 

(5) 

where K is a constant determined for each assumed velocity 
profile, f(ji). Equation (4) then takes the form 

The assumption of a different profile for the liquid layer would 
simply shift the curves in Fig. 7 up or down by the ratio of 
the profile constants, K. Table 1 shows the value of the constant 
K for a variety of velocity profiles which might be used. The 
parabolic profile (based on no slip at the wall and no shear at 
the free surface) is supported by the numerical study of Rah
man et al. (1990). The cubic profile was proposed by Hung 
(1982), while the quartic was suggested by Azuma and Hoshino 
(1983). All profiles feature the maximum velocity in the liquid 
layer at the free surface. Measurements of radial velocity pro
files inside the liquid layer reveal that this is perhaps true only 
for r/d > 2.5 (Stevens, 1991). As can be seen from Table 1, 
most laminar profiles yield values of the integration constant, 
K, that are very close. Hence, little error is made in the cal
culation of the local mean layer depth regardless of the assumed 
velocity profile beyond r/d > 2.5. The quadratic profile, for 
which K = 0.667, was used in the calculation of layer depths 
at all radial locations. 

Also shown in Fig. 7 is the dimensionless depth calculated 

as though U/Vj were always unity. The assumption of constant 
surface velocity equal to Vj is in error by approximately 50 
percent close to the stagnation region. By r/d > 7, the slowing 
of the liquid layer (due to the effect of viscous shear) has 
become so pronounced that the calculated depth visibly de
viates from the U = Vj curve. At larger r/d, the reduced 
velocities become sufficiently small that the dimensionless depth 
begins to increase. This depth increase was also predicted by 
Watson (1964), as discussed below, and seen by Thomas et al. 
(1990). While the latter reference used a radial wall jet rather 
than an impinging jet, and thus had a different shape for the 
depth profiles, the cause and effect of the decreasing, then 
increasing, layer depth were identical to this study. The ex
perimental depth data of Olsson and Turkdogan (1966), though 
inconclusive, appear to exhibit a similar trend. Figure 7 also 
includes the dimensionless depth predicted by the velocity cor
relation, Eq. (2), in conjunction with Eq. (6). 

Figure 8 compares the calculated local mean layer depth 
from the three upward scan profiles of Fig. 4 with the pre
dictions from Watson's laminar and turbulent flow analyses 
for those configurations. The data for water reported by Olsson 
and Turkdogan (1966) are also included. As with the surface 
velocity, it can be seen that the Watson flow predictions agree 
moderately well with the experimental data. The use of an 
assumed turbulent mean velocity profile across the layer depth 
would do little to improve the general agreement between anal
ysis and experimental data, given the relative magnitudes of 
the integration factor, K, for the turbulent flow velocity pro
files given in Table 1. Figure 8 does show, however, that the 
analysis predicts qualitatively the measured increase in depth 
for r/d > 9 for the two smallest nozzles. If the velocity profile 
across the layer, «(z), is assumed accurate, the uncertainty in 
h/d is estimated to be approximately 8 percent. However, as 
indicated previously, the assumed parabolic profile may suffer 
some inaccuracy for r/d < 2.5 (Stevens, 1991). 

Figure 9 shows the fluctuating component of the radial ve
locity corresponding to the data of Figs. 5 and 7. With the 
fluctuating component normalized by the local mean velocity, 
and plotted as a function of dimensionless distance, r/d, the 
curves show some similarity for r/d < 3. A minimum is reached 
in the collapsed curve near r/d = 2, very near where U/Vj 
was observed to be a maximum. By r/d = 4, the curves have 
begun to separate. The distinct minimum in the turbulent fluc
tuations near r/d = 2.0, along with the peak in the dimen
sionless velocity profiles of Fig. 5 at approximately r/d = 2.5, 
suggest that a boundary layer may be reaching the free surface 
in that region. This is supported by velocity measurements 
made inside the liquid layer (Stevens, 1991). 
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Table 1 Constants from the integration of different velocity profiles, 
Eq. (5) 

Assumed Velocity Profile, f(ti): 
parabolic 
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Watson's turbulent 

l/7th power law 

2TI-TI2 
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Ti4 - 2r)3 + 2r| 

-
-

. .,,1/7 
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0.667 
0.625 
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Fig. 8 Comparison of local liquid layer depth with predictions from 
Watson's analysis (1964) 

Conclusions 
Laser-Doppler velocimetry was used to measure the mean 

and fluctuating parts of a single component of the free surface 
velocity of an impinging liquid jet striking a flat surface. Some 
measurements were carried out on the jet flow prior to im
pingement in order to characterize the development of the 
velocity profile in the pre-impingement jet. It was found that 
the measured free surface velocity profiles of the spreading 
liquid layer collapsed to a band if they were plotted in di-
mensionless coordinates. The dimensionless coordinates were 
formulated by normalizing the measured surface velocity by 
the average jet exit velocity, and the radial coordinate by the 
nozzle exit diameter. The depth of the spreading liquid layer 
was calculated by assuming a parabolic radial velocity profile 
across the layer and negligible shear at the free surface. Other 
possible profiles were discussed. Comparisons were made for 
both surface velocity and layer depth, and the theoretical pre
dictions of Watson (1964) were found to agree moderately well 
with the experimental data. 
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Transient Convective Heat 
Transfer in Planar Stagnation 
Flows With Time-Varying Surface 
Heat Flux and Temperature 
Impinging flows are used in a variety of applications where effective and localized 
heat transfer is mandated by short residence times or by space constraints, as in 
cooling materials moving along a conveyor or removing heat dissipated within 
microelectronic circuitry. A wide selection of heat transfer correlations is available 
for steady-state conditions. However, instantaneous heat transfer coefficients can 
differ significantly from steady-state values when temporal variations occur in the 
surface heat flux or surf ace temperature. Under these conditions, the temperatures 
of fluid layers near the surface are affected preferentially due to their proximity to 
the temporal variation. A theoretical model is formulated to assess the importance 
of a time-varying surface heat flux or temperature on convective heat transfer in a 
steady, planar stagnation flow. A governing equation for the transient heat transfer 
response is formulated analytically from the boundary layer equations for momen
tum and energy conservation in the fluid. Numerical solutions to the governing 
equation are determined for ramp and sinusoidal changes in the surface heat flux 
or temperature. Results indicate that the time response is chiefly governed by the 
velocity gradient in the free stream and to a lesser extent by the Prandtl number. 
Departures from steady-state Nusselt numbers are larger for more rapid transients 
and smaller or comparable in size to the magnitude of the imposed variation at the 
surface. 

Introduction 
High convective heat transfer coefficients have led to the 

wide use of impinging flows in many manufacturing processes 
and have attracted much interest as a means to cool micro
electronic circuitry (Incropera, 1988; Zumbrunnen etal., 1989). 
However, little attention has been given to the influence of a 
time-varying surface heat flux or surface temperature on con
vective heat transfer in impinging flows. Convection correla
tions are uniformly developed in the laboratory under steady-
state conditions, and consequently, guidance is unavailable 
with regard to the applicability of a correlation to transient 
conditions. Moreover, parameters governing the time response 
of the thermal boundary layer in a steady impinging flow have 
not been identified. Convective heat transfer is directly affected 
by temporal variations in the surface heating condition, since 
corresponding temporal variations are also induced in the fluid 
temperature distribution near the surface. Time-varying tem
peratures on a cooled surface can arise, for example, when 
heat generation is due to electrical dissipative losses in an 
alternating current, when transients are induced as a surface 
heat flux changes from one steady value to another, or when 
a surface is subjected to periodic radiative heating from a 
pulsed laser. An understanding of how temporal variations 
affect convective heat transfer may be of special significance 
to the design of sensors or systems subjected to transient op
eration. 

Transient convective heat transfer in impinging flows has 
been considered in several studies where the transients are 
induced by a periodic or impulsive motion in the free-stream 
velocity or in a constant temperature impingement surface. An 
early work was reported by Lighthill (1954), in which heat 
transfer for two-dimensional, laminar boundary layer flow 
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about the front stagnation region of a cylindrical body was 
determined using approximate analytical techniques. Small si
nusoidal fluctuations in the oncoming free-stream velocity 
about a fixed mean flow velocity were specified. Heat transfer 
variations were found to lag behind those in the free-stream 
velocity due to thermal inertia in the boundary layer. The 
boundary layer equations for the same configuration as 
Lighthill's can be solved exactly with similarity methods if the 
free-stream velocity is inversely proportional to a linear func
tion of time (Yang, 1958). Nusselt numbers in the stagnation 
region were found to deviate significantly in this case from 
steady-state values. The formulation of the velocity and ther
mal boundary layers when a constant temperature flat plate 
is suddenly exposed to a steady, parallel flow was investigated 
approximately using local similarity by Nagendra (1973). Re
sults indicated that transient heat transfer rates greatly exceed 
steady values and thermal boundary layer growth is faster for 
lower Prandtl number fluids. 

The response of the velocity boundary layer in impinging 
flows to oscillations of the velocity of the impingement surface 
in the plane of the impingement surface has received attention 
(Glauert, 1956; Watson, 1959) due to its relationship to airfoil 
flutter. Rott (1956) qualitatively demonstrated that, in such 
cases, convective heat transfer is only affected when the surface 
temperature varies spatially. Flow and heat transfer in the 
stagnation region of a periodic axisymmetric boundary layer 
flow about a cylinder have been studied approximately by 
perturbation analyses (Gorla et al., 1988a, 1988b). Results are 
applicable to small amplitudes in the oscillating velocity. Var
iations in friction coefficients occurred with a leading phase 
angle and became larger at higher frequencies in the free-stream 
fluctuations. The amplitude of fluctuations in the heat transfer 
coefficient monotonically decreased with increasing frequency 
and lagged fluctuations in the free stream due to thermal inertia 
in the boundary layer, as in the results reported earlier by 
Lighthill (1954). 
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In the aforementioned studies, transients were induced by 
varying the velocities of the free stream or the impingement 
surface. The purpose of this study by contrast is to ascertain 
the importance of a temporally varying surface temperature 
or surface heat flux to convective heat transfer in impinging 
flows. Fluid flow is considered to be steady and the impinge
ment surface at rest. Attention is given to impinging flows due 
to the widespread and increasing use of jets in a variety of 
technologies. Physically correct ramp and sinusoidal variations 
in surface heat flux and temperature are specified. Heat trans
fer coefficients are found to deviate significantly from steady-
state values for transients with periods similar to or smaller 
than the period for the unforced response of the thermal 
boundary layer. 

The stagnation region considered is depicted in Fig. 1 and 
corresponds to planar stagnation flow (Schlichting, 1979; 
Zumbrunnen et al., 1991). Such flows arise beneath impinging 
planar or "slot" jets, on a cylinder in a crossflow, or in the 
front stagnation region of any bluff body where the frontal 
surface can be effectively represented by a tangent plane. The 
incident flow is steady and the vertical flow velocity compo
nents decrease near the surface. The flow bifurcates symmet
rically along a stagnation line (x = 0) subtending the surface 
(y = 0) in the spanwise direction. Near the surface and the 
stagnation line but beyond the velocity boundary layer, the 
flow velocity is given by (Schlichting, 1979) 

ua>(x) = Cx (la) 

va,(y)=-Cy (lb) 

The heat transfer condition at the impingement surface is spec
ified by the functions qs(t) or Ts(t) while the temperature T„ 

1 i 
t I 

' I 
I 

• , / 

\ 

\ 

X 
Y, 

-/— 
> ' -v 

Ts(t) qs(t) , y A ( * ' t } 
S(x) 

X 

Fig. 1 Steady planar stagnation flow on a surface with time-varying 
neat flux or temperature 

of the fluid is constant. The free-stream velocity gradient C 
can be calculated from potential flow theory or from experi
mental static pressure measurements along the impingement 
surface (Zumbrunnen et al., 1991). In the analysis that follows, 
it is found to influence the transient response significantly. 

Nomenclature 

C = 

C 

d 
f 

f 

k 
L 

Nux 

Nu, 

Pr 
qs 

QsO 

Re, = 

specific heat at constant pres
sure 
free-stream velocity gradient 
[Eq. (1) and Table 1 of Ap
pendix] 
dimensionless velocity gradient 
= LC/V (Table 1 of Appen
dix) 
cylinder diameter 
frequency for sinusoidal sur
face heat flux 
dimensionless frequency = 
f/C 
convective heat transfer coef
ficient 
thermal conductivity 
characteristic length for stag
nation flow (Table 1 of Ap
pendix) 
Nusselt number = hx/k 
ratio of instantaneous Nusselt 
number to Nusselt number at 
steady state 
Prandtl number = v/a 
heat flux at impingement sur
face 
instantaneous dimensionless 
heat flux [Eqs. (26) and (27)] 
initial steady-state dimension
less surface heat flux [Eq. 
(25)] 
Reynolds number = u„,x/v 

t 
T 

T 1 s 

Tm 

Tx 

u 
Woo 

u 

V 

vx 

V 

w 
X 

y 

a 

P 
y 

r 

= time 
= fluid temperature 
= temperature of impingement 

surface 
= fluid free-stream temperature 
= initial surface temperature 

= Ts(t = 0) 
= x component of fluid velocity 
= x component of free-stream 

velocity near surface [Eq. 
(la)] 

= dimensionless fluid velocity = 
u/um 

= y component of fluid velocity 
= y component of free-stream 

velocity near surfadfe* [Eq. 
(1*)] 

= free-stream velocity far from 
surface or nozzle discharge ve
locity at centerline 

= planar jet width 
= distance along impingement 

surface from stagnation line 
(Fig. 1) 

= distance along stagnation line 
from impingement surface 
(Fig. 1) 

= thermal diffusivity = k/pcp 

= dimensionless position = y/A 
= boundary layer thickness ratio 

= A/5 
= variable related to thermal 

•p* 

8 

A 

«i 

62 

«3 

n 
0 

t)s 

A 

V 

p 
T 

<t> 

boundary layer = CA /v 

•• ratio of instantaneous value of 
T to value at steady state 
(Table 2 of Appendix) 

• velocity boundary layer 
thickness 
thermal boundary layer 
thickness 
ratio of values for 6S before 
and after specified ramp 
change [Eq. (21)] 
ratio of surface heat fluxes 
before and after specified 
ramp change [Eq. (26)] 
magnitude of dimensionless 
fluctuation in specified oscilla
tory surface heat flux [Eq. 
(27)] 
dimensionless position y/5 
dimensionless fluid tempera
ture = (T - T„)/(TM- Too) 
dimensionless surface temper
ature = (Ts - ToJ/iTso -
Too) 

variable related to velocity 
boundary layer = C82/p 
kinematic viscosity 
mass density 
dimensionless time = Ct 
parameter governing rapidity 
of ramp change in ds or qs 

[Eqs. (21a) and (26a)] 
(T Pr dds/dT)/2 
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Values are therefore provided for some common stagnation 
flows in Table 1 of the Appendix. 

Theoretical and experimental studies have shown that the 
local heat transfer coefficient is spatially uniform to within 1 
percent over a distance equal to about one-half jet width from 
the stagnation line of a laminar planar jet with a constant fluid 
discharge velocity across the nozzle width (Inada et al., 1981). 
This uniformity is attributable to the symmetry of the im
pinging flow (Fig. 1) and extends the validity of the theoretical 
model, which is formulated with Eq. (1), to regions away from 
the stagnation line. Since heat transfer is highest in the stag
nation region and impinging jets are normally configured to 
impinge directly on an object, the stagnation region is of great
est interest and attention to it is considered to be appropriate. 
Laminar flow is assumed in order to provide physical insight 
into the nature of transient effects. Laminar solutions also are 
of utility when the characteristic dimension of a cylinder or 
nozzle, and thereby the associated Reynolds number, is small. 
Miniature jets can be used to cool microelectronic components 
and fine diameter wires are often employed in various fluid 
flow sensors. Predictions with laminar convective heat transfer 
models also have been shown to be in good agreement with 
experimental results for impinging jet flows at Reynolds num
bers based on jet width up to 25,000 (Aziz, 1991). Agreement 
was attributed to the use of a convergent nozzle geometry, 
which abates turbulence in the jet flow, and to more effective 
damping of smaller eddies associated with high impingement 
velocities (Tran and Taulbee, 1989). 

Analysis 

Description of Analytical Method and Assump
tions. Consideration of transient effects in convection often 
precludes an exact analytical approach, such as the use of 
similarity methods, since transient terms that are routinely 
omitted in many convection studies must be retained. Where 
transient effects can be incorporated into a similarity approach, 
restrictions are often necessary regarding functional relation
ships between variables (Yang, 1958; Hansen, 1964). A nu
merical approach can be adopted, but only at the expense of 
reduced physical insight. Moreover, transient two-dimensional 
problems of the type treated here are computationally time 
consuming. The unambiguous relationship among governing 
parameters, if derivable, would greatly illuminate physical 
processes and dynamic behavior. A method related to the von 
Karman-Pohlhausen technique (Schlichting, 1979) is therefore 
utilized and governing equations for the transient response of 
the thermal boundary layer are presented. The von Karman-
Pohlausen technique utilizes the integrated momentum con
servation equation together with a detailed polynomial rep
resentation for flow velocity in the velocity boundary layer. 
The technique has been widely used in studies of boundary 
layers on airfoils where, as in the flow considered here, the 
boundary layer flow is significantly influenced by a pressure 
gradient. In the related technique used in this study, the in
tegrated momentum and energy equations are employed. Pre
dicted Nusselt numbers are shown to agree to within about 1 
to 2 percent of values predicted by the well-known Falkner-
Skan solutions for stagnation flow (Evans, 1962). 

The specific assumptions of the analysis are: (/) steady, 
incompressible laminar flow, (ii) constant thermophysical 
properties, (//'/) negligible viscous heating, (iv) negligible body 
forces in comparison to viscous forces, and (v) A < <5. The 
last assumption restricts the model to fluids with Prandtl num
bers greater than about unity; but as will be demonstrated, 
results remain accurate to within 2 percent for Pr 5; 0.7. 

Conservation Equations and Boundary Condi
tions. Equations for the conservation of momentum in dif
ferential and integral forms, which correspond to the 

aforementioned assumptions and boundary layer flow in Fig. 
1, are given by 

du du 

dx dy 

dua 

dx 

d_ 

dx 
u(u-ua,)dy + 

dum 

dx r udy-

dy 

5 d(uj) 

2 dx 

du 
•V—' dy y = 0 

(2) 

(3) 

Time-dependent differential and integral energy conserva
tion equations for the constant property, boundary layer flow 
are given by 

dt 1 
dA 

Tdy-T„- + 

dT dT 

dt dx dy 
-^\=k-

dlT 

dy2 

dx L 
(T-Tc 

-kdT , 
,)dy = — — l,= 

pcp dy 

(4) 

(5) 

An ordinary nonlinear differential equation for the velocity 
boundary layer 5(x) in the steady impinging flow can be ob
tained from Eq. (3) by employing a suitable expression for the 
flow velocity u(x, y). Since the fluid is subject to a time-
varying heating condition (Fig. 1), the fluid temperature Tin 
Eqs. (4) and (5) depends on the time t in addition to the spatial 
variables x and y. Thus, when combined with Eq. (5), a suitable 
expression for T(x, y, t) in the thermal boundary layer yields 
a partial differential equation for A, with x and t as independent 
variables. The differential forms of the momentum and energy 
conservation equations [Eqs. (2) and (4)] and physically ap
propriate matching conditions that must be satisfied by the 
expressions for u(x, y) and T(x, y, t) give the following: 

Surface (y 0, v = 0): 

u = 0, 

d2u dum 

dy dx 

T= T 

d2T PrdTs 
. , 2 > " a/ dt 

Edge of velocity boundary layer (y = 5): 

u = ux(x), 

du 

~dy 

dht_ 

dy2 

= 0, 

= 0 

Edge of thermal boundary layer (y = A): 

dT 

dy 
-0 

d2T 

(6a) 

(6b) 

(la) 

(lb) 

(8fl) 

(8*) 

(8c) 

(9a) 

(9b) 

(9c) 

Model Formulation. As is common in the Karman-Pohl
hausen technique, fourth-order profiles are specified for ve
locity and temperature in the boundary layers. A steady profile 
is used for velocity, and transient effects are incorporated in 
the temperature profile through the energy balance in the fluid 
at the impingement surface given by Eq. (lb). When subject 
to Eqs. (6)-(9) and expressed in terms of dimensionless vari
ables defined in the Nomenclature section, the polynomials 
are readily found to be given by Eqs. (10) and (11). 
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" = < 2 + !j"-2^ + 2W + 1 A\ * (10) 
The convective heat transfer coefficient h is found from an 

energy balance at the impingement surface. 

+ 26s \+o>p2 + (2ds • w ) i 8 J + ( - - < /34 (ID 
/! = 

The ordinary differential equation for the velocity boundary 
layer thickness in terms of the variable A, with Eqs. (la), (3), 
and (10), is given by 

dy 
T -T 0,A 

(17) 

.(*) 
2C 9072 

^ ( A - 3 7 ) 
dA 

dx 

With a Reynolds number Re* = MooX/v and dd/df3\p=0 deter
mined from Eq. (11), the Nusselt number referenced to the 
distance x (Fig. 1) is then given by 

TPr dds 
Nu„Rev 2 + 6ds dr 

(18) 

A3 79A2 116 

*4536 + 7560~315 
A + 2 02) The product Nu* Re* 1/2 is spatially constant and thereby in-

A well-known characteristic of impinging flows is the con
stancy of the velocity boundary layer thickness 5, or equiva
lent^ A, within the stagnation region. This characteristic arises 
due to the symmetry in the dividing flow about the stagnation 
streamline and suggests that a single stagnation value for A 
can be found from Eq. (12) with dA/dx = 0. Symmetry also 
pertains to the thermal boundary layer gradient dA/dx, as 
supported by the related aforementioned uniformity in exper
imental and theoretical heat transfer distributions near the 
stagnation line (Inada et al., 1981; Zumbrunnen et al., 1991). 
With the condition dA/dx = 0, Eqs. ( la) , (5), and (11) yield 
the ordinary differential equation below for the time-de
pendent, thermal boundary layer in terms of the Prandtl num
ber Pr and the dimensionless variables T (= CA2/v), y (= A/ 
S), a n d r ( = Ct). 

3 _ r P r * W = 2 0 r 
405 dr I dr 

^ - - ^,r + ^ r 2 - ^r: 

where 

1 

12 

* i = 

'± + Jy 

i r 
"15 

Pr 

1O0S 

A 2 d8s' 
2 + 7 + - H " ^ 6 yds dr 

i 

" i / A W « S i d2es~ 
3 \ 6 / dr y dr2 

and 

V'3 = 
Pr dds 

168070s dr 

(13) 

(14) 

(15) 

(16) 

It was noted during the course of the laborious analysis 
leading to Eqs. (13)—(16) that the term dA/dx appeared as a 
product with terms including explicitly the independent spatial 
variable x. Invoking the symmetry condition SA/Sx = 0 thereby 
conveniently tranformed a partial differential equation with 
independent variables x and t to an ordinary differential equa
tion [Eq. (13)] with time as the independent variable. Several 
features of Eq. (13) are noteworthy. The dimensionless time 
r (= Ct) resulted as a consequence of the functional rela
tionship for the free-stream velocity ux [Eq. ( la)] . The tran
sient response of the thermal boundary layer to time-varying 
heating conditions at the surface is thereby closely related to 
the free-stream velocity gradient C. The thermal boundary 
layer response in terms of dV/dr depends on the Prandtl num
ber Pr and on the time rates of change in the dimensionless 
surface temperature 8S. However, in forced convection of a 
constant property fluid, the heat transfer coefficient and cor
responding thermal boundary layer thickness under steady-
state conditions are known to be independent of the dimen
sionless surface temperature 6S. Equations (13)—(16) satisfy this 
property when d28s/dr2 = d8s/dr = 0, since 8J' appears as a 
product with these terms. The steady-state value for T can 
therefore be determined for a specified Prandtl number with 
all time derivative terms set to zero. 

dependent of the distance x, as expected in the stagnation 
region, since T and 0S depend only on the dimensionless time 
T. 

Forcing Functions for Surface Temperature and Heat 
Flux. Physically plausible forcing functions are specified for 
surface temperature and surface heat flux in order to ascertain 
the influence of temporal variations on the Nusselt number 
Nu*. The terms d8s/dr and d28s/dT

2 in Eqs. (13)-(16) and (18) 
are determined from these functions. 

Transients in which the surface temperature or heat flux 
change from one steady value to another (i.e., ramp changes) 
are representative of changes in the operating conditions of 
engineering systems. Thermal capacitance in these systems leads 
to ramp changes having continuous first and second deriva
tives. A fifth-order polynomial is used for the dimensionless 
ramp temperature change and is thereby subject to the fol
lowing conditions: 

7 = 0: 

8s=l, 

d8s „ 

dr 

db\ 

dr 

cfe, 
dr2 

= «i. 

= 0, 

= 0 

(19a) 

(196) 

(19c) 

(20a) 

(206) 

(20c) 

In the conditions above, 0S(O) = 1 and 8S = ei (ei > 0) cor
respond to the steady values that prevail prior to and after the 
ramp change in 8S, which is completed when T = <t>~1. Higher 
values of (j> thereby correspond to more rapid transients. The 
resulting expressions for the ramp change in 8S are then: 

0 < T < (A-1: 

6S(T) = ! + (€ , - 1)(</)T)3[10 - 15</>r + 6(0r)2] (21a) 

T > 

«T) = e1 (216) 

When the heat flux qs(t) is specified, 6S is found from an 
energy balance at the impingement surface. 

Qs dy 
-AiTs T„)dp\e=0 (22) 

The dimensionless temperature gradient d0/d/3l3=o can be de
termined from Eq. (11) and, upon insertion and rearrangement 
in Eq. (22), yields 

dd. 
dr PrT [fcT~ •20,1 (23) 
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where qs is the dimensionless heat flux given by 

Qs = - (24) 
C 

(Ts-T„)\ 

The dimensionless surface temperature for a specified surface 
heat flux can then be determined by integrating Eq. (23). 

All transients in the surface heat flux will be considered to 
begin from steady-state conditions. The initial dimensionless 
heat flux q^ can therefore be determined from Eq. (23) with 
ddjdr = 0 and 0,(7 = 0) = 1. 

£o = 2 r - 1 / 2 l T = 0 (25) 

An expression for the ramp change in the surface heat flux, 
which is analogous to Eq. (21), is given by 

0 < T < <j>~1 

qs(r) = f to{ l + fe- l ) W r ) 3 [ 1 0 - \5<J>T + 6(4>T)2]} {26a) 

T > <t>~X 

gs(r)=e2QsO (266) 

where e2 > 0. 
Oscillatory heat fluxes can arise in systems that are subject 

to periodic heating conditions. In terms of the dimensionless 
frequency / ( = f/C) and a parameter e3 (0 < e3 < 1), the 
specified oscillatory variation about the initial steady-state di
mensionless surface heat flux [Eq. (25)] is given by 

? S ( T ) =fto[l +e3 sin(2ir/T)] (27) 

Solution Methodology and Model Verification 
Equation (12) and the symmetry condition dk/dx = 0 were 

used with the secant method (Gerald, 1978) to determine the 
value of A in the stagnation region of the steady, impinging 
flow. A convergence criterion of 10~5 percent was specified 
and a calculated value of 7.052324 was found. Steady-state 
values for T were similarly evaluated for specified Prandtl 
numbers from Eqs. (13)-(16), with dT/dr = dds/dr = d2d^T2 

= 0. The fourth-order Runge-Kutta method (Gerald, 1978) 
was employed to evaluate Y{j) from Eqs. (13)-(16) with 6s(j), 
dd/dr, and d%/dT2 determined from Eq. (21) or (23). When 
Eq. (23) was used, it was necessary also to employ the fourth-
order Runge-Kutta method to determine 6S(T) since it is not 
given explicitly when the surface heat flux is specified. Step 
sizes of 0.001 / " ' or 0.001 0" 1 were selected and determined 
to provide accurate plotted results. 

Heat transfer coefficients in the stagnation region are given 
under steady-state conditions by the similarity solution for flow 
past a wedge (Evans, 1962). A comparison between model 
predictions and the similarity solution is presented in Table 2 
of the Appendix, wherein agreement is from 1.0 to 2.3 percent. 
Although the model was formulated for A < 5 [Pr a 1, see 
assumption (v)], accurate results are obtained for Pr = 0.7, 
which is representative of the Prandtl number for air. The 
model performance continues to be adequate when Pr = 0.7, 
since A » 5 and the velocity profile in the thermal boundary 
layer is given effectively by Eq. (10). These accuracies are only 
slightly greater than those reported in many finite difference 
solutions and attest to the adequacy of the detailed semi-an
alytical approach implemented here. 

Results and Discussion 
The transient response of the thermal boundary layer in 

terms of the variables T (= CA2/v) and T (= Ct) is governed 
by Eqs. (13)-(16). These equations and expressions for 6S(T) 
and qs(j) constitute a complex nonlinear system. The transient 

Nu, 

c 
Q 4 
O 

6 -

4 -

2 -

0 -

) 2 
I 

/ / 
i / 

I / 

|/^>Pr=l5. 
IhC 
IV>0,7 

" F ^ v " ^ 

i 

4 6 

-

r"*____. -

Nu„ 
-

-

1.0 

0.8 

0.6 

0.4 

h0.2 

0.0 
0 

Fig. 2 Unforced transient response of the thermal boundary layer and 
Nusselt number with r (r = 0) = 0 and 6S = 1 

response is dependent on the Prandtl number Pr as well as on 
the instantaneous values of 8„ dds/dr, and d2ds/dr2. The tran
sient response is strongly influenced in dimensional terms by 
the free-stream velocity gradient C of Eq. (1). Free-stream 
velocity gradients are smaller for larger characteristic dimen
sions of stagnation flows since larger dimensions give rise to 
a more uniform pressure distribution. Thus, the thermal 
boundary layer response is slower for impinging planar jets 
with larger widths or for cylinders in a crossflow with larger 
diameters. Values of dimensionless free-stream velocity gra
dients are given in Table 1 of the Appendix for some common 
planar stagnation flows. 

Careful inspection of Eqs. (13)—(16) will show only depend
ence on the Prandtl number for steady-state conditions (dds/ 
dr = 0 and d26s/dr2 = 0), in accordance with similarity so
lutions for constant property, impinging flows (Evans, 1962). 
A comparison at steady-state conditions between model-pre
dicted Nusselt numbers from Eq. (18) and those from a sim
ilarity analysis is presented for 0.7 < Pr < 15 in Table 2 of 
the Appendix, wherein agreement is from 1 to 2.3 percent. 
These small differences are due to the approximate nature of 
the semi-analytical technique. Model-predicted values of the 
variable T at steady state are also presented. In the results that 
follow, the transient response is given relative to steady-state 
values in terms of qs, Nu„ and T* (see Nomenclature). Tab
ulated steady-state results in the Appendix can be used to find 
the related, actual transient values. 

Before proceeding with results for the transient heat transfer 
due to imposed surface heating conditions, it is of interest to 
consider first the unforced response of Eqs. (13)-(16). For the 
unforced response, a constant surface temperature (ds = 1) is 
specified and the thermal boundary layer thickness is initially 
taken to be zero. The unforced response reveals the boundary 
layer behavior with no external stimulus or forcing when it 
initially deviates from its steady-state value. Although not rep
resentative of physical systems, the unforced response is useful 
in understanding the forced response, which in this study, 
corresponds to time-varying heating conditions at the impinge
ment surface beneath a steady, impinging flow. The unforced 
response of the thermal boundary layer in terms of the variable 
T1^ wi thr„( r = 0) = 0 is given in Fig. 2, wherein development 
is more rapid at the lower Prandtl number (Pr = v/a). The 
thermal boundary layer thickness is within 1 percent of its 
steady-state value at dimensionless times of T = 4 and T ~ 6 
for Prandtl numbers of 0.7 and 15, respectively. Thus, as in 
the work by Nagendra (1973) described earlier for flow past 
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Fig. 3 Transient response of thermal boundary layer and Nusselt num
ber to a ramp increase in the surface temperature with Pr = 6, i , = 1.1, 
and <j> = 1.0 

a flat plate, the thermal boundary layer develops more quickly 
in fluids with lower Prandtl numbers. This result is intuitively 
correct, since heat is transferred more readily in fluids with 
higher thermal diffusivities (a = k/pcp) in accordance with 
Eq. (4). 

The ratio of the instantaneous Nusselt number to the steady-
state Nusselt number, Nu„, is also presented in Fig. 2. Small 
thermal boundary layer thicknesses that prevail early in the 
transient correspond to large Nusselt numbers given by Eq. 
(18). Steady-state Nusselt numbers (Nu„ = 1) are approached 
as the dimensionless time T increases, as expected. Although 
the Prandtl numbers differ significantly, it is interesting to 
note that differences in the responses are not great. Values of 
the free-stream velocity gradient C from Table 1 of the Ap
pendix can be employed to place the rapidity of the transient 
in perspective. For example, C = 0.7854 V/w for an impinging 
planar jet with velocity Fand width w. With w = 0.01 m and 
V = 1 m/s, T = Ct = 1 corresponds to t = 0.0127 s, whereas 
for w = 0.001 m and the same jet velocity, t = 0.00127 s. 
Similar calculations can be performed for a cylinder of di
ameter d in a crossflow where C = AV/d. 

The transient responses of the thermal boundary layer and 
Nusselt number to the ramp change in surface temperature 
given by Eq. (21) are shown in Fig. 3 beginning from steady 
state for Pr = 6. Over the dimensionless time period 0 < T 
< 1, ds increases by a factor given by ei (= 1.1). Thermal 
energy initially accumulates in the fluid layers near the surface 
and heat transport is facilitated to points farther into the flow. 
The thermal boundary layer thickness in terms of F1*2 con
sequently becomes larger. Interestingly, this increase is accom
panied by an increase in the Nusselt number ratio Nu„, in 
accordance with Eq. (18) for d6s/dr > 0. Physically, the higher 
Nusselt number arises since the fluid temperature gradient dd/ 
dfi near the surface [Eq. (17)] becomes greater due to the 
increasing surface temperature. Eventually, the initial behavior 
is retarded and then reversed due to the growing influence of 
the term yp\ in Eq. (13). For r > 1, the change in surface 
temperature is complete and the thermal boundary layer de
creases below its steady value since it responds too slowly to 
changes in 6S. The Nusselt number decreases monotonically to 
its initial value despite the overshoot and convective heat trans
fer is therefore more effective throughout the transient. 

Transient responses due to a 10 percent ramp increase (e2 

= 1.1) in the surface heat flux [Eq. (26)] are depicted in Fig. 
4 for different values of the parameter c/>. Results are presented 
with 4>T as the independent variable to permit representation 
of the surface heat flux by a single curve in Fig. 4(a) . Di-
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Fig. 4 Transient response due to a ramp increase in the surface heat 
flux with Pr = 6 and e2 = 1.1: (a) surface temperature, (6) thermal bound
ary layer, and (c) Nusselt number 

mensionless surface temperatures 8S, calculated with Eq. (23), 
follow the increase in surface heat flux more closely at lower 
values of <j>, since lower values correspond to slower changes 
in the surface heat flux. Responses with </> = 1.0 for the thermal 
boundary layer in Fig. 4(b) and the instantaneous Nusselt 
number in Fig. 4(c) are similar to the responses shown in Fig. 
3 for the imposed ramp change in surface temperature. How
ever, excursions from steady-state values in Fig. 4 for the same 
value of </> are smaller. Variations in the surface heat flux lead 
to smaller excursions since time must transpire to yield changes 
in the temperature of the fluid layers near the surface, in 
contrast with an imposed surface temperature variation. De
viations from steady-state values are greater for larger values 
of </> and prevail for longer times after the imposed change in 
surface heat flux is completed. This characteristic arises due 
to the nonlinearity associated with the terms in Eqs. (13)-(16) 
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Fig. 5 Effect of the magnitude of the surface heat flux ramp change 
for Pr = 6 and <6 = 1.0: (a) surface temperature, (b) thermal boundary 
layer and Nusselt number 

containing dds/dr and d26s/dT2. In all cases, enhanced con
vection heat transfer, in terms of Nu„, prevails during the 
periods of increasing surface heat flux. As the instantaneous 
Nusselt number and thermal boundary layer thickness ap
proach their respective steady-state values, the dimensionless 
surface temperature 6S [= (Ts - Tx)/ (T& - Ta)] approaches 
the factor e2 ( = 1.1) in accordance with Newton's law of 
cooling. An opportunity for heat transfer enhancement is sug
gested by the results, wherein nonlinearities in the response 
are exploited by generating a pulsed heat flux at the surface 
with a profile which increases the time-averaged Nusselt num
ber. 

In Figs. 5(a) and 5(b), responses to surface heat flux ramp 
changes of different sizes are compared for </> = 1.0. The 
behavior for e2 > 1 pertains to increasing heat fluxes and is 
thereby similar to the conditions of Fig. 4. It is evident from 
Fig. 5 (b) that the deviations from steady-state thermal bound
ary layer thicknesses and Nusselt numbers are greater for larger 
changes in the surface heat flux. For example, a 50 percent 
increase in surface heat flux (e2 = 1.5) leads to a maximum 
Nusselt number deviation of about 17 percent (Nu, « 1.17), 
whereas the deviation is about 10 percent (Nu„ ~ 1.10) for a 
10 percent increase (e2 = 1.1). In contrast to cases where the 
surface heat flux or surface temperature becomes higher, de
creases in the surface heat flux (e2 < 1) lead to smaller transient 
Nusselt numbers. The thermal boundary layer thickness de
creases initially as less heat is available from the surface to 
maintain the temperature of the fluid at points far into the 
flow. As in Fig. 3, the response of the boundary layer to the 
changing surface heat flux is too slow and an overshoot of the 
steady-state condition (Tw? = 1) occurs. In all cases, the same 

1.12 

Fig. 6 The influence of Prandtl number on the transient response to a 
ramp increase In the surface heat flux with e2 = 1.1 and <j> = 1.0 

time period is required to re-establish steady-state conditions. 
Thus, the length of time in which deviations from steady-state 
values occur is not dependent on the magnitude of the change 
in surface heat flux, but is instead strongly dependent on the 
rapidity of the induced variation as demonstrated in Fig. 4. 

The effect of the Prandtl number on the transient response 
to a ramp change in the surface heat flux is given in Fig. 6. 
Lower thermal diffusivities give rise to larger fluid temperature 
gradients near the surface since an increasing surface temper
ature results in an accumulation of thermal energy near the 
surface that is not readily transported to more distant fluid 
layers. Deviations from steady-state Nusselt numbers are there
fore greater in Fig. 6 at higher Prandtl numbers. However, as 
in the unforced response shown in Fig. 2, transients occur over 
similar time periods and do not differ greatly. 

Responses for the case where a 10 percent sinusoidal surface 
heat flux variation [e3 = 0.1, Eq. (27)] is suddenly superim
posed at T = 0 on a previously steady surface heat flux is given 
in Fig. 7 for different dimensionless frequencies f(=f/C). In 
order to present results succinctly, the product / r , which ap
pears in Eq. (27), is employed for the independent variable. 
The dimensionless sinusoidal heat flux qs and calculated di
mensionless surface temperatures 6S are shown in Fig. 7(a) . 
Thermal boundary layer thickness and Nusselt number re
sponses are given in Figs. 1(b) and 7(c), respectively. An 
initial transient is evident in the boundary layer and Nusselt 
number responses but is largely abated for fr > 1, after which 
responses are periodic. Surface temperatures lag further behind 
the heat flux variation at higher values of/, since the rapidity 
of the changing heat flux leads to more pronounced transients 
in the thermal boundary layer (Fig. lb). However, larger de
viations from steady-state boundary layer thicknesses and more 
effective convective heat transfer associated with significant 
increases in the Nusselt number in Fig. 7(c) lead to smaller 
amplitudes of the surface temperature variations at the higher 
frequencies. Larger amplitudes in the induced surface tem
perature variation at the lower frequencies are more directly 
in response to the imposed varying surface heat flux, since the 
thermal boundary layer and Nusselt number remain closer to 
their steady-state values. Calculations performed w i t h / > 1 
were found to be in close agreement with the response for / 
= 1.0 shown in Fig. 7. Thus, convection heat transfer continues 
to be affected at higher frequencies, but fluctuation amplitudes 
in the Nusselt number approach maximum values with am
plitudes dependent on the magnitude of the imposed heat flux 
variation. 
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Fig. 7 Transient response due to oscillatory variations in the surface 
heat flux with Pr = 6 and e3 = 0.1: (a) surface temperature, (b) thermal 
boundary layer thickness, (c) Nusselt number 

Conclusions 
Temporal variations in the surface heat flux or surface tem

perature can significantly affect convective heat transfer in 
planar stagnation flows. Heat transfer correlations developed ' 
under steady-state conditions, such as those for impinging jets 
or for cylinders in a crossflow, may thereby yield inaccurate 
estimates of heat transfer rates when transients occur. The 
transient response is more rapid at lower Prandtl numbers but 
is chiefly governed by the free-stream velocity gradient C. 
Thermal boundary layers in impinging flows with higher free-
stream velocity gradients respond more quickly to changing 
conditions at the surface and deviations from steady-state heat 
transfer coefficients are thereby smaller. Fluid temperature 

gradients adjacent to a cooled surface become greater during 
periods of increasing surface temperature or surface heat flux 
due to an accumulation of thermal energy in fluid layers near 
the surface. When the surface temperature or heat flux de
crease, fluid temperature gradients become smaller as thermal 
energy is transported to fluid layers farther from the cooled 
surface. Consequently, convective heat transfer is more effec
tive when surface temperature or surface heat flux increases 
but is less effective when surface temperature or surface heat 
flux decreases. Departures from steady-state heat transfer coef
ficients are greater for larger and more rapid transients. En
hancement to convective heat transfer may be possible by 
exploiting nonlinearities in the thermal boundary layer re
sponse. For a sinusoidal fluctuation of a specific amplitude, 
departures approach a limiting value as the fluctuation fre
quency increases. The results can be used to estimate departures 
from steady-state heat transfer coefficients for a particular 
stagnation flow. 
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A P P E N D I X 

Table 1 Free-stream velocity gradients in common stagnation flows 

'Free surface jet with uniform discharge velocity across nozzle width. 
2Free surface jet with parabolic velocity profile across nozzle width 
and flow unaffected by gravitational acceleration. 

Cylinder 
(cross-flow) 

Uniform Jet 
Nonuniform Jet 

C = LC/V 
4.0 

0.785 
1.73 

L 

d 

w 
w 

References 

Kuethe and Schetzer 
(1959) 
Inadaetal.(1981) 
Zumbrunnen et al. 
(1991) 

Table 2 Steady-state values (dOJth = cfejdf = 0) of Nu„ Re, - 1 '2 and 
r predicted by model with A = 7.052324 and comparison with an exact 
solution 

Pr 

0.7 
0.8 
1.0 
2.0 
4.0 
6.0 

10.0 
15.0 

Similarity Solution 
(Evans, 1962) 

MteRer14 

0.496 
0.523 
0.570 
0.744 
0.962 
1.115 
1.339 
1.546 

Model 

MfeRer14 

0.501 
0.528 
0.577 
0.756 
0.980 
1.138 
1.369 
1.582 

r 
15.951 
14.327 
11.995 
7.003 
4.161 
3.090 
2.135 
1.600 
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Experimental Study of Laminar 
Natural Convection in Cells With 
Various Convex and Concave 
Bottoms 
Heat transfer and free convective motion in limited space from the bottoms of 
different hemispherical convex or concave shapes have been studied experimentally. 
The ratio of the diameter of the hemisphere (d) to the diameter of the bottom (D) 
(0<d/D<l) has been tested for a range of Rayleigh numbers (KF<Ra<107). In 
comparison with aflat bottom (d/D = 0), about 40 percent inhibition or about 50 
percent intensification depending on the bottom configuration (d/D) have been 
observed. The mechanism of the phenomenon based on dead space, local over
heating, and shape influence effects has been proposed. 

1 Introduction 
Free convection from curved, especially spherical, surfaces 

presently constitutes a classical subject of heat transfer inves
tigations together with vertical, horizontal, and inclined plates 
(Bromhan and Mayhew, 1962; Fendel, 1968; Amato and Tien, 
1972, 1976; Ceoola and Cornish, 1981; Singh and Hassan, 
1983; and also studies of other authors described in detail by 
Cieslinski and Pudlik, 1988, and Jaluria, 1980). 

Heat transfer from the hemisphere studied by Merk and 
Prins (1953) and Jaluria and Gebhart (1975) or from spherical 
sections by Cieslinski and Pudlik (1988) are the next steps of 
spherical surface investigations. 

All the abovementioned problems refer to heat exchange in 
unlimited space. Although we have found some works dealing 
with natural convection in closed space, as, for example, hem
ispherical slots (Shiina et al., 1988) or concentric spherical slots 
(Bishop et al., 1966; Riahi, 1984), but the results presented in 
these papers are not complete and cannot be used for practical 
applications. 

Therefore the subject of this work is connected with exper
imental explanation of influence of bottom shape on free con
vective heat transfer in cylindrical closed space. 

II Experimental Apparatus 
Experimental investigations of natural convection were car

ried out on a cylindrical cell with nine forms of bottom con
figuration (Fig. 1). The internal diameter of the bottom was 
constant (D = 0.047 m) but the diameters of the convex or 
concave hemispheres (d) were different as was the height of 
the fluid {H) above the bottom. 

Difficulties in heating such complicated bottom shapes were 
overcome by using steam heating instead of electrical. In Fig. 
2 a diagram of the experimental equipment is presented. The 
condensate tank (3) of the capacity between marks (F=3.5 
10-6 m3) is the main measuring device. After filling with con
densate it automatically empties through an overflow pipe. 
The time of filling of the tank (r) and heat of condensation 
(/") of the fluid inside the vapor generator (glass tank) (2) 
were a measure of the heat flux transferred through the bottom 
of the cell (1) to the tested fluid. The height of the layer of 
fluid above the heated bottom (H) was changed with a movable 
cooler (6) with a flat copper plate (5). Owing to the reflux 

condenser (7) it has been possible also to use volatile organic 
solvents of low boiling points (ethanol, carbinol, acetone, and 
so on) as the heating agents. As a matter of fact, this was the 
only way of changing the temperature of the bottom (Tw). A 
change of the cooler plate (5) temperature (7» is achieved by 
means of the ultra thermostat (8) set at temperature Tu. The 
sealings (10) were made of a material resistant to boiling and 
organic solvents. The electric heater (4) with an auto trans
former (9) rendered possible the regulation of the boiling in
tensity of the fluid inside the tank (2). Apart from the spiral 
part immersed in the boiling fluid, the heater (4) also consists 
of vertical heating elements slightly superheating vapor. 

The temperatures Tw and 7> were measured with copper-
constantan thermocouples. In order to visualize the convective 
fluid motions, the walls of the cell (1) and the vapor generator 
(2) were made of glass. 

Heat losses from the lateral surface of the cell (1) were limited 
by heat insulation, removed only during the visualization ex
periments. We known from our previous calculations that for 
the parameters of the cell used in this work the conduction 
heat flux transferred through the wall is about 150 times smaller 
than convective heat flux from the bottom. Therefore heat 
loss flux and conduction flux were neglected in our calcula
tions. On the other hand, the magnitude of these fluxes did 

A-A 

A A 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 13, 
1990; revision received March 18, 1991. Keywords: Enclosure Flows, Natural 
Convection, Solar Energy. 

Fig. 1 Types of tested bottoms of the model of the honeycomb cell: 
convex: d/D=1 (hemispherical), A„ = 3.47 x 10"3 m2 (a); d/D = 0.5, 
A, = 2.17x1CT3 m2 (6); d/D = 0.25, A„ = 1.84x1(T3 m2 (c); multiconvex 
7*d/D = 0.25, A„ = 2.49x 10"3 m2 (e); concave: d/0=1 (hemispherical), 
A„ = 3 .47x1(T 3 m2 (/); d/D = 0.5, 4„ = 2 .17x10" 3 m2 (g); d/D = 0.25, 
A„ = 1.84 x1<T3m2 (/i); multiconcave 7* d/D = 0.25, A„ = 2.49 x1(T3m2( / ) 
and flat bottom d/D = 0, A, = 1.73 x 10 - 3 m2 (d) 
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Fig. 2 Diagram of the experimental equipment: (1) model of honeycomb 
cell, (2) tank of boiling medium, (3) measurement tank of condensate 
volume, (4) electric heater, (5) cooler plate, (6) cooler, (7) reflux condenser, 
(8) ultra thermostat, (9) auto transformer, and (10) sealings 

not affect the final conclusions, since these fluxes did not 
dependent directly on the bottom configuration but on the 
lateral cylindrical wall of the cell. 

Experiments were carried out in a blackened and isothermal 
room and the tested fluid (glycerine) with aluminum dust dis
persed inside it was illuminated with a "knife light" and then 
photographed at different exposure times. Based on the illu
mination time and on traces of powder particles, it was possible 
to determine the velocity and streamlines of the cold fluid 
flowing down onto the bottom as well as the warm fluid leaving 
it. Without this method of visualization, the explanation of 
the convective heat transfer as a result of different bottom 
configurations would be more difficult. 

Ill Experimental Investigations 
Experimental investigations were carried out in anhydrous 

glycerine dehydrated with a molecular sieve. Tests of glyc
erine's physical properties were made at various temperatures 
(\0<Tch<80°C). Approximations of experimental points led 
to the following relations for the dynamic viscosity coefficient 
ix, density p, thermal conductivity X, and specific heat Cp: 

u= - 4 . 3 2 9 E - 6 - 7 l + 6.947E- 4-7l ' ch 

- 2 
-3.740E" -rcA + 0.7059 [Pa-s] 

p = 0.006-7?,,-0.850-:Tc/,+ 1275.5 [kg/m3] 

X = 0.0001 -Tch + 0.283 [W/m2-K] 

(1) 

(2) 

(3) 

Cp = 0.005 • Tch + 2.280 [kJ/kg.K] (4) 

In the above relationships Tch is a characteristic temperature, 
being an arithmetic mean of the bottom and cooler temper
atures (Tch= (Tw+ 7» /2) . 

Absolute ethanol (EtOH) with a boiling point 7V=78.3°C, 
density pEt0H = 735 kg/m3 , and heat of condensation 
<EtoH = 879.228 kJ/kg was used as the heating medium. Ethanol 
overheated vapors condensed on the bottom and gave up heat. 
The magnitude of this heat flux Q was determined from the 
relation: 

Q=V-PmoH-imou/T [W] (5) 
where V is the volume of the condensate set up on the inves
tigated bottom during the time r. 

Since the measuring tank (3) was situated inside the vessel 
(2), the temperature of the condensate during the determination 
of its volume remained constant and equal to Tw. Thus, the 
loss of heat flux from the bottom through the condensate does 
not exist and measurement of the condensate temperature was 
unnecessary. It is a modification in comparison with the ex
perimental equipment described by Lewandowski and Kubski 
(1984) where the measurement of the condensate volume was 
performed outside the apparatus. In the installation used in 
the present work, the boiling ethanol was condensing not only 
on the bottom of the tested cells (1) but also on the walls of 
the tank (2), the measurement tank (3) with overflow pipe, 
and inside the reflux condenser (7), so the temperature of all 
these elements was the same {Tw). In this situation there is no 
heat flux lost from the bottom onto the sides and all the heat 
flux of condensation (Q) was transferred into the tested fluid 
(glycerine). 

Based on the heat flux Q, the magnitude of the bottom 
surface of each cell A„ and the temperature difference 
AT( = Tw- TF), the heat transfer coefficient a and subse-

Nomenclature 

a = thermal diffusivity, 
m2/s 

A„ = area of the internal 
surface of the bottom 
of a cylindrical cell, 
m2 

C = constant defined by 
Eq. (9) 

Cp = specific heat at con
stant pressure of the 
fluid, J/(kg-K) 

d = internal diameter of 
hemispherical con
vexity or concavity, 
m 

D = internal diameter of 
the bottom, m 

g = acceleration due to 
gravity, m/s2 

AT=T„ 

H --

i" = 

n -
Nu = 

Q ~-
Ra = 

T = 
-TV = 

V --

a = 

0 = 

= height of fluid layer 
above the bottom, m 

= heat of condensation, 
J/kg 

= superscript in Eq. (9) 
= Nusselt number; Eq. 

(7) 
= heat flux, W 
= Rayleigh number; 

Eq. (8) 
= temperature, °C 
= temperature differ

ence, °C 
= volume of the con

densate tank, m3 

= heat transfer coeffi
cient, W/m2-°C 

= coefficient of volu
metric expansion, 

Subscripts 

X 

A* 

V 

P 
T 

ch 

EtOH 
F 

w 

= thermal conductivity, 
W/m-°C 

= dynamic viscosity, 
N-s/m2 

= kinematic viscosity, 
m2/s 

= density, kg/m3 

= time, s 

= refers to characteris
tic 

= refers to ethanol 
= refers to ambient 

temperature of the 
fluid 

= refers to temperature 
of the bottom 
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Shape of 
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CFig. laD 

C Fi g. 1 fcO 

CFig. I c 3 

CFig. Id3 
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H H 

Nu = 0 . 0 0 9 2 9 - R a ° 
H H 

Nu = 0. 0 0 1 8 4 ' Ra° 
H H 

Nu = 0. 00141- Ra° 
H H 

Nu = 0 . 0 0 1 4 5 - R a b 

K H 

Nu = O ,00367-Ra° 
H H 

Nu = O.00443 -Ra° 
H H 

Nu = 0 . 0 0 3 7 4 - R a ° 
H H 

' " ± 1 3 . 2 

'"•±3.3% 

" ' ± 7 . 3 * 

"'ts.ey. 

" " ± 2 . 6 % 

"z±2.e»-. 

" " ± 4 . 2 K 

4 ° B ± 7 . 5% 

4 ' " ± 3 . 784 

Exper i men ta l co r r e l a t i ons 
C f i t t e d , n = c o n s t a n t 

Nu = O.00402-Ra° 
H H 

Nu = 0 . 0 0 4 9 8 . R a ° 
H H 

Nu = 0 . 0 0 4 9 6 . R a ° 
H H 

Nu = 0 .00477 -Ra Q 

H H 

Nu = O .00448 .Ra° 
M H 

Nu = 0 . 0 0 3 1 1 . R a ° 
H H 

Nu = 0 . 0 0 4 5 9 - R a ° 
H H 

Nu = O.00506-Ra° 
H H 

Nu = 0 . 0 0 4 8 5 - R a 0 

H H 

4 ±13.854 

4 +15 .1% 

4 ±6. 8% 

4 ±6. 9% 

4 ±10. 5% 

4 ±4.8% 

4 ±5 .1% 

4 ±7.6% 

4 ±10.0% 

quently the Nusselt number are calculated from the following 
equations: 

a = Q/(A„-AT) [W/m2.K] (6) 

Nu = a-H/\ (7) 

Next, the Rayleigh number is defined by the equation: 

Ra = g-P-AT-Hi/(va) (8) 

where g is gravitational acceleration, j8 is the coefficient of 
volumetric expansion, His the height of the fluid layer, v( = p./ 
p) is the kinematic viscosity, and a{ =\/Cpp) is the thermal 
diffusivity. 

The first measurement series has been carried out for one 
heat flux at Tw= 78.3 °C = const and T/= 50 °C = const and 
for several values of fluid layer height (H) above the tested 
bottoms expressed with ratios H/D = 0.25, 0.5, 0.75, and 1.5. 
Subsequent tests were carried out for heat fluxes (Q) corre
sponding to 7V=78.3 °C = const, and 7)= 20, 30, 40, 55, and 
60 °C and for H/D = 0.5, 1.0, and 2.0. 

The investigations were carried out under steady-state con
ditions. Thermal equilibrium was attained after about 2.5 h 
for all the values of heat flux and about 1.5 h after the cooler 
change position H. Under such conditions the time of filling 
of the measurement tank T, the temperature of the bottom Tw, 
the temperature of the cooler TF, and atmospheric pressure p 
(to determine the boiling point of ethanol) were measured. 
These measurements were repeated until the time of filling up 
of the tank with condensate differed from the previously ob
tained result by about AT = 2-3 s. Then the heat flux Q, height 
of fluid layer above the bottom H, or shape of the bottom 
were changed and the entire procedure had to be repeated. 

In addition to the balance quantitative measurements, the 
qualitative (visualization) investigations were also done by pho
tographing the convection movements and sketching the fluid 
flow directions, which could neither be recorded nor shown 
merely on photographs. 

IV Results of Experimental Investigations 
The obtained experimental results are presented in the form 

of relations of Nusselt (Nu//) and Rayleigh (Ra//) numbers. 

Nu„=C-(Ra„)" (9) 

Correlations of experimental points presented in Table 1 
were calculated using least-square regression analysis in the 
range 1 x 106 < Ra < 3 x 109. A comparison of the dimensionless 
equations listed in Table 1 with that obtained by Romanow 
(1956): 

Nuw= 0.0192-(Ra//)0-4, (10) 

proves that the exponents are similar (n = 0.4), while the coef
ficients C differ to a certain extent. Romanow (1956) also 
investigated the convective heat transfer inside a cylinder closed 
with a flat bottom. However, his interpretation of H was not 
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Fig. 3 Experimental correlations of Nusselt (Nu„) and Rayleigh (RaH) 
numbers obtained for convex: (d/D = -\, 0.5, and 0.25) and flat (d/D=0) 
bottoms 

8 9 ¥ROli) 

Fig. 4 Experimental correlations of Nusselt (NuH) and Rayleigh (RaH) 
numbers obtained for concave: {d/D=-\, 0.5, and 0.25) and flat (d/D = 0) 
bottoms 
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Fig. 5 Experimental correlations of Nusselt (NuH) and Rayleigh (RaH) 
numbers obtained for multiconvex: (7 * d/D = 0.25), multiconcave (7 *d / 
D = 0.25), and flat (d/D = 0) bottoms 

the same as above: It was the height of the heated cylindrical 
wall measured from the bottom. 

Comparison between the experimental correlations and the 
result obtained by Shiina (1956) has demonstrated a greater 
discrepancy: 

Nus = 0.2356-(Ra^)0242, (11) 
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Fig. 6 Influence of the bottom shape on convection flow of the fluid 
presented In graphic form obtained by visual methods. The thin lines 
are streamlines, the thick continuous lines show the directions of warm 
fluid flow, and the thick dashed ones the directions of cold fluid flow. 

but correlation (11) was obtained for convective heat transfer 
inside a hemisphere of a radius R with heating horizontal flat 
bottom and cooling bowl surface. The comparison with other 
correlations quoted by Shiina et al. (1988) and the results of 
other authors (Bishop et al., 1966; Riahi, 1984) indicates also 
some considerable discrepancies. It seems most likely that it 
is the result of different configuration of the close spaces. In 
typical cases of natural convective heat transfer in closed spaces 
the ratio H/D< < 1, whereas in the present study H/D> = 1. 

The differences of the exponents of equations presented in 
Table 1 make a direct comparison of the influence of the shape 
bottom configuration on heat transfer rates more difficult. So 
in this situation we decided to recalculate our experimental 
data but with fixed exponent (n = 0.4). The results of these 
recalculations are shown in Figs. 3, 4, and 5 and in the second 
column of Table 1. 

For the sake of clarity of the presented data the results 
obtained for bottoms of similar (convex or concave) config
urations together with the results obtained for flat bottoms 
were grouped in the same pictures. 

Figure 3 presents the results obtained for the bottoms of 
various convexities, defined by the ratio (d/D = 0.0, 0.25, 0.5, 
and 1.0). The first of these values corresponds to the extreme 
case of a flat bottom, while the last corresponds to a hemi
spherical bottom. 

Figure 4 illustrates in a similar manner the results obtained 
for the bottoms of various concavities (d/D = 0 (flat bottom), 
0.25, 0.5, and 1.0 (concave hemisphere)). 

The results obtained for the bottoms having seven concav
ities or convexities of the ratio of single concavity or convexity 
to the diameter of the bottom equal to d/D = 0.25 are compared 
with those obtained for a flat bottom in Fig. 5. 

V Analysis of Experimental Results 
Investigations presented in this study tend toward the de

termination of the influence of the configuration of a cell 
bottom on convective heat transfer. This influence may be 
estimated by a comparison of the results obtained for the 
particular shapes of the bottom with the result for a flat-
bottomed cell. 

Analysis of the results listed in a second column in Table 1 
indicates that the convective heat transfer coefficient is reduced 
to the highest extent (by 34.8 percent in relation to the flat 
bottom) in the cell with a concave hemispherical bottom (d/ 
D=l)(Fig.6J). 

These observations may be of some practical use in, for 
instance, construction of solar collectors. The replacement of 
the flat surface of cell bottoms of a honeycomb panel with a 
concave bottom (as in Fig. 6/) increases the solar energy ad
sorbing surface of the collector by a factor of 2 while the 
convective heat loss flux from the bottom increases by a factor 
of 1.26 only. Thus the thermal efficiency and profitability 

gained due to application of hemispherical concave bottom in 
honeycomb panels instead of a flat bottom would increase. 

On the other hand, the greatest intensification of the heat 
exchange (by 6 percent) was observed in the cell with the con
cave bottom of ratio d/D = 0.25 (Fig. 6h). 

An explanation of the factors that bring about a decrease 
or an increase of the convective fluid motions with regard to 
the shape of the cell bottom is more complex and requires 
further investigations. 

VI Mechanism of the Phenomenon 
Analysis of the experimental data including visualization and 

observation of the investigated phenomenon leads to a general 
statement that three fundamental effects depending on the 
configuration of the bottom can be distinguished in the mech
anism of the convective heat transfer. They are: (a) dead space 
effect, (b) effect of local overheating, and (c) shape effect. 
These three effects counteract one another and their contri
butions change in relation to the bottom configuration. 

The illustration of these effects is Fig. 6, in which their 
summary actions due to the configuration of the bottom are 
presented in graphic form. In the pictures the streamlines are 
marked with thin lines, whereas the thick continuous lines are 
the directions of the heated fluid flow, and the thick dashed 
ones are the directions of cold fluid flow. 

(a) Dead Space Effect. The action of the dead space ef
fect is most visible in the case of the concave hemispherical 
bottom of ratio d/D= 1 (Fig. 6f). The configuration of this 
bottom inhibits fluid flow and the motionless, shape-bounded 
fluid layer (hatched region in Fig. 6) insulates the heated sur
face. Through this layer, instead of convection, the heat is 
transferred by conduction. The movement of the fluid in the 
boundary layer and in the plume is insufficiently intensive to 
move the shape-bounded fluid in the neighborhood of the 
heating bottom. 

(b) Effect of Local Overheating. The effect of local over
heating is inversely proportional to the diameter of the con
cavity in the bottom (d). The smaller the concavity, easier the 
fluid contained in it is heated. This local overheating of fluid 
generates a free convective flux (plume), which sets in motion 
the whole fluid in a closed space and intensifies the convective 
heat transfer. This effect is most visible for convex bottom of 
ratio d/D = 0.25 (Fig. 6c) and d/D = 0.5 (Fig. 6b). 

(c) Effect of Bottom Shape. The effect of the bottom 
shape results from the fact that the continuity of the boundary 
layer is broken on the convexity of the bottom. As a result 
this layer parts from the bottom and transforms into a plume 
flowing upward and mixes the entire volume of the fluid, thus 
intensifying the heat exchange. 

However, in the case of closed spaces, this effect occurs only 
if d/D<0.25 (Fig. 6h). An increase in d is accompanied by 
the inhibiting dead space effect. For d/D = 0.5 (Fig. 6g), these 
effects neutralize each other and the heat exchange is the same 
as for the flat bottom. In the case of a concave bottom of d/ 
D=\ (Fig. 6/) the dead space effect predominates over the 
intensifying effect of the shape. 

The heat transfer is additionally intensified with an increase 
of the number of curvatures in the bottom, especially for small 
values of H. In these cases several plumes spring up instead 
of one, and form a convective cell flow similar to the Benard 
structure. For greater values of the fluid layer height H (Fig. 
6/ and 6e) only one convective cell exists because vertically 
flowing fluxes merge into one plume. As a consequence, the 
fluid flowing horizontally moves concentrically to the center 
of the bottom and undergoes fluctuations and turbulences on 
the curvatures of the bottom, which intensifies the heat trans
fer. 
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The above-proposed mechanism of the phenomenon con
cerns only the cases where the effect of the bottom shape 
predominates over the influence of the height of the fluid layer, 
i.e., H/D<1. Within this range the changes in the flow di
rection of the fluid were observed only for flat bottom. For 
H<D/2 the hot fluid moves from the center of the bottom to 
the walls as in the case of the hemispherical convex bottom 
(Fig. 6a). At H>D/2 the hot fluid moves concentrically from 
the walls to the center of the bottom as in the case of a hem
ispherical concave bottom (Fig. 6/). 

When H/D> 1 the greatest changes in the structure of flow 
were observed for the hemispherical convex bottom (Fig. 6a). 
Probably this was the reason for this bottom at different values 
of the ratio H/D = 0.5, 0.75, 1.0, 1.5 and 2.0. 

However, due to the character of the paper and to the fact 
that it would be difficult to compare directly the mechanism 
of the convective motions over hemispherical concave and 
convex bottoms, some detailed considerations on this topic 
should be carried out separately. 

VII Conclusions 
The concave hemispherical bottom (Figs. 1/and 6/) has the 

most inhibitory influence on convective heat transfer. If this 
effect, shown for a single cell, could be proved for a honeycomb 
panel, this shape of the bottom seems to be the best config
uration for honeycomb cells in solar collectors or insulating 
cellular materials for building engineering. It would be an 
effective way to limit the heat losses from collectors and build
ings. 

The intensifying influence of some configurations of the 
bottom should also be used in installations and devices that 
utilize solar energy because these effects act particularly at 
small values of heat flux. This problem occurs in the case of 
intensifying the heat recovery from low-temperature heating 
media, such as fluid circulating in solar collectors or in solar 
ponds. 
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Free Two-Dimensional Corrective 
Bifurcation in a-Horizontal Annulus 
Natural convection is investigated numerically and experimentally in a cylindrical 
annulus. The governing equations based on primitive variables are solved using 
Chorin 's method. In addition to the unicellular flows reported in the literature, 
depending on initial conditions, bicellular flows are observed for high Rayleigh 
numbers. The bifurcation point is determined numerically. The velocity field for 
unicellular flows is measured by laser-Doppler anemometry in an air-filled annulus. 
A perturbation solution is also presented. The experimental results are in good 
agreement with numerical predictions and the perturbation solution. 

1 Introduction 
The horizontal concentric cylinder geometry has been widely 

studied theoretically and experimentally. An extensive descrip
tion of different flow regimes depending on Rayleigh number 
Ra and radial aspect ratio R has been given by Powe et al. 
(1969, 1971). The flow is observed to be stationary and two 
dimensional as long as the Rayleigh number does not exceed 
a critical value, Rac. Exceeding this value leads to multicellular, 
spiral or oscillatory regimes depending on the aspect ratio R. 
Grigull and Hauf (1966) described three-dimensional structures 
corresponding to moderate aspect ratios and large Rayleigh 
numbers. The stability of two-dimensional flows occurring for 
small Rayleigh numbers was investigated by Mojtabi and Cal
tagirone (1979), and the existence of a critical line in the (R, 
Ra) plane was demonstrated. Since Crawford and Lemlich 
(1962) gave the first numerical solution for the problem, several 
numerical investigations have been published. In most of these 
investigations, the stream function-vorticity formulation is uti
lized for two-dimensional analysis (for example, Kuehn and 
Goldstein, 1976). Takata et al. (1984) utilized the potential 
vector-vorticity formulation for the three-dimensional analy
sis. 

Although several numerical studies have been performed in 
recent years on steady two-dimensional natural convection in 
a cylindrical fluid annulus, all of them were restricted to a 
unicellular flow pattern, except for the work of Rao et al. 
(1985). They observed that for a narrow annulus, the unicel
lular flow pattern (at low Ra numbers) becomes multicellular 
for higher values of Rayleigh number. For the case of the 
cylindrical, porous annulus Rao et al. (1987) demonstrated the 
existence of multicellular flow structures, and Himasekhar and 
Bau (1988) developed a linear stability analysis to determine 
the stability of various solution branches. Multicellular flows 
were also observed numerically in both fluid and porous, spher
ical annuli (Fauveau et al., 1978; Caltagirone et al., 1980). 

The purpose of this paper is to study unicellular and bicel
lular flows computed for high Rayleigh numbers. Several initial 
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conditions, including pure conduction temperature field with 
and without perturbations, are adopted and their effects on 
determining final solutions are discussed. The influence of the 
bicellular flow on the local and overall heat transfer is ex
amined, and a bifurcation point as characterized by a critical 
Rayleigh number is determined, over which both families of 
solutions exist. In this work, previous experimental studies in 
this area have been expanded upon. Flow visualizations were 
done using cigar smoke or suspended aluminum powder as 
tracer material (Bishop and Carley, 1966) and local heat trans
fer rates were determined by the measurement of the temper
ature field using thermocouples (Kuehn and Goldstein, 1976). 
In our experiments, which were conducted in conjunction with 
the numerical analysis, the tangential velocity field was meas
ured by laser-Doppler anemometry in an air-filled annulus with 
an aspect ratio of 1.6 and for Rayleigh numbers less than the 
critical value. Very good agreement was found between ex
perimental and numerical results. Comparison with computed 
values leads to the conclusion that the flow is two-dimensional, 
and has a unicellular configuration for the range of the Ray
leigh numbers investigated. 

2 Problem Formulation 

2.1 Configuration and Set of Equations. Consider a fluid 
annular space bounded by horizontal concentric cylinders of 
radii r; and r0. As shown in Fig. 1, the surfaces of the cylinders 
are maintained at constant uniform temperatures 7} and T0, 
where T,>T0. Assuming that the Boussinesq approximation 
is valid, the dimensionless equations governing the two-di
mensional fluid motion may be reduced to: 

div V = 0 (1) 
o d 
— £/+(V-grad)C/= - — p + R a P r r c o s 0 + Pr A, V (2) 
at or 

a a 
— K + ( V - g r a d ) F = - — - p - R a P r Tsinfl + Pr Ae V 
vt rod (3) 

dt 
r+(V-grad)r=Ar (4) 
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central section, z = 0 

_TiJ 

Fig. 1 Schematic of the problem under investigation 

where V is the velocity vector having dimensionless velocity 
components (U, V) normalized with r-, and the diffusion time 
rj/a as the length and time scales, respectively. The dimen
sionless temperature, T, is defined by (T' - T0)/( T,•- T0), where 
7" is the dimensional temperature and p and / are the dimen
sionless pressure and time variables, respectively, A is the sym
bol for Laplacian and Ar V and Ag V are the radial and angular 
components of A V. The boundary conditions can be expressed 
as: 

r=l,R U=V=0 

r=\ T=\ 

r = R T=0 

(5) 

(6) 

(7) 

In the above equations Ra is the Rayleigh number given by 
g$r}(Tj- T0)/va, Pr the Prandtl number given by v/a, and R 
is the radii ratio given by r0/rj. A Rayleigh number based on 
the gap width (r0 — r,), given by R&L = (R — l)3Ra, is also con
sidered in this work. 

2.2 Numerical Method. The adopted numerical method 
is based on direct computation of the pressure/? and the radial 
and tangential velocities U and V. The resolution of the pres
sure field is determined by the "Artificial Compressibility 
Method" (Chorin, 1967). To avoid the computational diffi
culties due to the incompressibility constraint, Eq. (1), a time-
evolving equation for the pressure is introduced: 

e — p + div V = 0 
at 

(8) 

with e being a positive number. Clearly, the case of incom

pressible fluids, studied in this paper, corresponds to very small 
values of e. Keeping the time-dependent term allows acquisition 
of the steady solution without being concerned with nonsta-
tionary behavior. It should be noted that no transient infor
mation could be obtained from Eq. (8). Following Temam 
(1979), Eqs. (2), (3), and (4) are "perturbed" as follows: 

e — p + div V = 0 
dt 

- £/+(V-grad)f/+ — p-Vx Ar V + - (div \)U 
at or 2 

(9) 

= R a P r 7 , c o s 0 (10) 

| F+(V-grad)K+ — p - P r A, V+ | (div \)V= 

- R a P r r s i n S (11) 

^7'+(V-gnid)7'+i (divV)7' -A7'=0 (12) 

When e goes to zero, the solution of this system of equations 
becomes identical with the solution of Eqs. (l)-(4). Admitting 
that the flow is symmetric about a vertical plane containing 
the axis of the cylinders, the angular interval of interest is 6 € [0, 
7r]. Thus, in addition to the boundary conditions specified by 
Eqs. (5)-(7), we need to specify the following symmetry bound
ary condition: 

d 
o, 7T — r = o , 

86 

d 
™ u=o, dd v=o (13) 

It should be noted that our results were also obtained for 
the entire annulus (O<0<27r). However, no differences were 
observed between any of the results obtained for half and those 
obtained for the entire annulus. No boundary conditions were 
needed for the pressure since they are implicitly included in 
the modified continuity Eq. (9). The heat transfer is evaluated 
by a local Nusselt number defined as follows: 

Nu(r, 6)=(uT-j T\r\ogR (14) 

For a given value of r, integration of Nu (r, 6) leads to a per-
line Nusselt number: 

Nu, (/•) = - f Nu(r, 6)d8 
IT J 0 

and lastly the average Nusselt number is defined as: 

(15) 

(16) 

The differential equations are discretized in space and time 
by central differencing scheme with second-order accuracy. 
The energy and momentum equations are solved by an alter-

n v i i i c n i . i i i i u i c 

a = thermal diffusivity 
g = gravitational acceleration 
/ = axial length of the test cell 

N/ = number of iterations 
Nu = local Nusselt number 
Nu = average Nusselt number 

p = pressure 
Pr = Prandtl number = v/a 

r = radial coordinate 
0 = inner-cylinder radius 
r0 = outer-cylinder radius 
R = radii ratio = /•„//•,• 

Ra = 

RaL = 

t = 
T --
Ti = 

To --
U, V -. 

V = 

= Rayleigh number based on 
the inner radius = 
gPr){Ti-To)/va 

= Rayleigh number based on 
the gap width = (R- l)3Ra 

= time 
= temperature 
= temperature at inner cylinder 
= temperature at outer cylinder 
= velocity components in r and 

6 directions, respectively 
= velocity vector 

z = axial coordinate 
/3 = thermal expansion coefficient 
A = Laplacian symbol 
e = penalty parameter 
6 = angular coordinate 
v = kinematic viscosity 
\j/ = stream function 

Subscripts 
c = critical 
/ = inner 

L = gap width — r0 — /•,• 
o = outer 
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Table 1 A grid sensitivity analysis for fl= 1.6, Rat = 3x10 3 

Grid Nu VPmax 

17x17 
17 x 33 
33x33 
49x49 

1.249 
1.224 
1.213 
1.199 

6.929 
6.935 
7.043 
7.080 

nating direction implicit scheme. The pressure is obtained by 
the explicit scheme: 

=p"-— (divV)" 
e 

(17) 

where n refers to the number of iterations. The convergence 
of the pressure field leads to minimizing the div V term. 

Several different size grids were used in this work as part 
of grid independence investigation: 17x17, 17x33, 33x33, 
and 49x49. For all our numerical runs we had ascertained 
that our results and specifically the resulting flow fields are 
independent of the grid size. Based on our grid independence 
study it can be stated that the location of the bifurcation point 
should not depend on a 49 x 49 (or more refined) grid structure. 
Steady-state conditions are assumed to have been reached when 
div V becomes less than 10~4 at every grid point, and when 
the average Nusselt number remains unchanged up to four 
digits. In this work, three types of initial conditions are used: 

(i) temperature field corresponding to pure conduction: 

7 ,(r)=l-logr/log/J (18a) 
with velocity and pressure fields set equal to zero. It is 
worth noting that using a hydrostatic pressure field 
would have been more efficient. However, no such 
solution exists for our geometry, 
temperature and velocity fields obtained analytically 
through a perturbation solution described in the ap
pendix. In fact, the perturbation solution, up to second 
order, was used as an initial condition for the temper
ature field to obtain a unicellular two-dimensional 
flow. (186) 

(///) temperature field including a downward velocity in the 
upper zone of the annulus (6 = 0). This case is presented 
later in Eq. (21). (18c) 

To compare our results with previous numerical investiga
tions, the stream function \p is determined at each node (after 
satisfying the convergence criteria) by solving the Poisson 
equation given by 

A ^ + / = 0 (19) 

where / depends on r, U, V, and their derivatives. Although 
it is possible to compute \j/ using U and V fields by a straight
forward line integral, in this work we have opted for obtaining 
U and V fields by solving the Poisson equation given by Eq. 
(19). For numerical convenience, Eq. (19) is transformed as 

(«) 

dt* 
(20) 

where t* is a relaxation parameter, and solved in the same way 
asEqs. (10)-(12). All results in this paper are for air (Pr = 0.7). 
The calculations were performed on an IBM 3090-VF. 

2.3 Preliminary Study of the Scheme. To the best of our 
knowledge the use of Chorin's method for this type of problem 
is new. A further check on the accuracy was done by obtaining 
our results by ADI using a stream-function vorticity formu-

Initial conditions : 
pure conduction 

Initial conditions: 
pure conduction 

- solution for Ra =3000 

Fig. 2 Convergence characteristics for node (5, 5) for fl= 1.6: (a) tem
perature, for Rat = 3x 103; (6) tangential velocity, for R a ^ l O 4 

lation. Other authors have used SOR methods. The results 
obtained by all methods (Chorin's, ADI, and SOR methods) 
were found to be in good agreement. To make the numerical 
scheme most efficient, the following observations are made: 

In practice, e, called the penalty parameter, should be small 
but not arbitrary. Cuvelier (1976) carried out a mathematical 
study of the stability and convergence conditions for the case 
of Cartesian coordinates. Here, we have found an optimized 
value of e by trial and error. This value of e accelerates the 
convergence toward a stationary solution. However, it should 
be noted that all "possible" values of e we considered led 
exactly to the same average Nusselt numbers. 

The proper grid resolution depends on parameters such as 
R and RaL. The results of a gird dependence investigation for 
R = 1.6 and RaL = 3 x 103 are given in Table 1. A mesh of 17 x 17 
nodal points leads to a value of the average Nusselt number 
4 percent larger than that given by a mesh of 49 x 49. To keep 
the convergence time to a minimum without losing accuracy, 
a grid of 33 x 33 nodes has been used for values of R less than 
2. For radii ratios above 2 and for R = 2 with Ra/,>104, a 
49x49 grid distribution is used for a comparable accuracy. 

3 Results and Discussion 
Figure 2 illustrates the evolution of temperature and tan

gential velocity for a point close to the hot cylinder, using 
initial conditions (18a) and (18b). The dashed line curve cor
responds to the perturbation solution. The solid line curve 
corresponds to the pure conduction solution. As it can be seen, 
the two types of initial condition mentioned above lead to the 
same steady-state results in all cases investigated in this work, 
even though using a perturbation solution is more efficient 
than the pure conduction solution. In Fig. 2(b) the results for 
Ra/,= 10,000 were presented for two initial conditions. These 
were: 

• initial conditions were based on the pure conduction so
lution. 

• initial conditions were based on the solutions for 
RaL = 3000. 

For high Rayleigh numbers, intermediate solutions for lower 
values were used as initial conditions to conserve CPU. 

3.1 Unicellular Flows. For Pr = 0.7, small and moderate 
radii ratios were investigated. In Table 2, average Nusselt num
bers for different Raz numbers and maximum values of the 
stream function are shown. In the same table, results from a 
classical stream function-vorticity formulation obtained by 
Mojtabi (1979) are also shown. The present numerical results 
are in good agreement with those obtained by Mojtabi (1979). 

Unicellular flows have been described earlier by several au
thors (such as Grigull and Hauf (1966) and Kuehn and Gold
stein (1976)). As the Rayleigh number increases, the convective 
effects become more pronounced and subsequently, boundary 
layers develop on both boundaries. The isotherms deform, 
especially at the top of the annular space, and a stagnant zone 
appears in the lower part of the layer. Figure 3 shows the flow 
pattern in this case, for R = 2 and RaL= 104. Figure 4 shows 
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Table 2 Representative values ol the average Nusselt number and the 
maximum value o l the stream function. The number in parentheses is 
from Mojtabi (1979). 

R' RaL Nu "Pmax 

1.2 

41 

2500 

4000 

7000 

2500 

4000 

7000 

1.037 (1.001) 

1.080 

1.186 (1.145) 

1.104 (1.080) 

1.208 

1.412 

6.388 (6.469) 

10.057 

16.896 (16.343 

6.178 (6.075) 

9.478 

15.275 

(a) 0>) 

16.896 (16.343) F i g 4 L o c a j N u s s e | , number distribution for unicellular flows: (a)/? = 2, 
Rat = 1700; (6) R = 2, Ra t = 10" 
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Fig. 5 Comparison of dimensionless radial temperature profiles be
tween the present study (solid line) and the experimental results of 
Kuehn and Goldstein (1976) for R = 2.6 and Ra,. = 4.7 x 10" 

Fig. 3 Flow pattern and the temperature field for fl = 2 and Rat = 10" 

local Nusselt numbers on both cylinder surfaces for R-2, 
RaL=1700 and 104. In Fig. 5, dimensionless radial tempera
tures are compared with experimental measurements of Kuehn 
and Goldstein (1976) for R = 2.6 and RaL = 4.7x 104. As can 
be seen, a good agreement exists between the present results 
and those of Kuehn and Goldstein (1976). 

3.2 Bicellular Flows. In this subsection, we investigate 
the effect of the initial conditions on the final solution. In 
natural convection problems, two or more types of flow may 
be obtained for the same value of the Rayleigh number, as 
has been pointed out by Fauveau et al. (1978) and Caltagirone 
et al. (1980) for the spherical gap, and Rao et al. (1987) for 
the porous annular geometry. The multiplicity of solutions 
occurs at high Rayleigh numbers and is related to bifurcation 
phenomena. 

The initial conditions play a determining role in problems 
involving instability. The unicellular flows previously discussed 
are obtained by using essentially a pure conduction temperature 
field as initial condition. The instabilities that are expected to 
occur in this problem are mainly due to a temperature gradient 
reversal at the top of the annulus. In nature and experiments, 
small perturbations play an important role in affecting such 
metastable situations as the existence of a temperature gradient 
reversal. To simulate such situations, a perturbed temperature 
field such as: 

R = 2 RaL=101 

Fig. 6 Flow, temperature, and pressure fields for a bicellular f low (Ft = 2, 
Ra^ lO 4 ) 

T(r, 6) = 1 - log /71og R + a sin(7r log r/log R) cos (rid) 

(21) 

where a is an amplification coefficient and r; a wavenumber 
(integer or not) is used as an initial condition. The temperature 
field given by Eq. (21) was used with appropriate values of 
the amplification coefficient a. A systematic study to determine 
the optimal value of a to obtain the two-dimensional bicellular 
flow was not done since there was really no need to do this in 
our investigation. This type of perturbation makes it possible 
to introduce either a symmetric or a nonsymmetric temperature 
field with respect to the vertical axis. When Ra is more than 
4000, the nonsymmetric field induces a downward velocity 
along the vertical axis in the upper part of the annulus (how
ever, we consider only the half-annulus). This initial condition 
then leads to bicellular flows characterized by a counterrotating 
secondary flow appearing at the top of the annulus. That is 
for Ra greater than the critical Rayleigh number, Rac, and 

<R<2, using the perturbation solution (given in the ap
pendix) as the initial condition induces unicellular flows, and 
using the initial condition given by Eq. (21) leads to bicellular 
flows. A typical flow pattern is shown in Fig. 6 for R = 2, 
RaL= 104. These flows are always associated with overall heat 
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Fig. 9 Determination of the bifurcation point (fi = 2) 

Table 3 A grid sensitivity analysis for the location of the bifurcation 
point, for fl=1.6 

Grid (r x 9 ) 

RaLc 

17x17 

... 

17x33 

3200 

33x33 

3200 

33x49 

2850 

33x65 

2750 

49x49 

2800 

33x81 

2750 

49x65 

2800 

L Fig. 8 Local Nusseltnumbers forabicellularflowforfl = 2and Rat = 10'1 

Fig. 7 Average Nusselt numbers for unicellular and bicellular flows 'NJJ 

transfer rates higher than those of unicellular flows. This fact 
is best illustrated in Fig. 7. As can be seen in Fig. 8 (when 
compared with Fig. 4b), fundamental differences appear in 
local Nusselt number profiles for the same value of (R, R a j . 
In this figure, these profiles are plotted for the outer cylinder 
for R-2 and Ra/,= 104. It is worth noting that a bicellular 
flow exhibits a new peak for the outer cylinder at the boundary 
between the counterrotating eddies. This peak corresponds to 
the augmentation of the isotherms that can be observed in Fig. 
6 near 0 = 40 deg. Thus, in this region the heat is transported 
almost directly from the inner to the outer cylinder. It should 
be noted that at any relevant Rayleigh number, we obtained 
the same two-dimensional bicellular flow using a numerical 
scheme, which was based on the ADI (stream function-vor-
ticity) scheme. 

3.3 Bifurcation Phenomenon. There exist two domains 
for the Rayleigh numbers based on whether the flow structure 
is independent or dependent on the initial conditions. It is 
necessary to delineate these domains carefully. As seen in Fig. 
7, a critical value of RaL exists at which both unicellular and 
bicellular flows have the same overall heat transfer rate. This 
point where the two Nu (Ra/J curves separate is determined 
using the method described by Rao et al. (1987). Converged 
bicellular solutions obtained by using initial condition (21) are 
manipulated by progressively decreasing RaL so that, at every 
step,the converged steady-state solution can be used as a new 
initial condition for the next step, as shown in Fig. 9. 

As the Rayleigh number is decreased, the zone at the top of 
the annulus where the secondary flow appears becomes more 
and more narrow, and we finally obtain a unicellular flow 
identical to the one given by the initial condition (18a). The 
Rayleigh number at which this occurs is the critical value cor
responding to the bifurcation point. In our investigation the 
critical Ra number was computed for three different values of 
the radius ratio R. These were: 21/2, 1.6, and 2. For R = 2 (Fig. 
9), this critical Rayleigh number is near 3250 (based on a 49 x 49 
grid system). Note that this value is slightly greater than the 
critical value associated with the development of periodic per
turbations along the axis of the cylinders given by a linear 
theory of stability (Mojtabi and Caltagirone, 1979). The latter 
characterizes the transition from the two-dimensional unicel
lular flow to a three-dimensional flow. Detailed information 
on the physics and flow structure for the three-dimensional 
natural convection in a horizontal annulus can be found in the 
work of Vafai and Ettefagh (1991). The study of Mojtabi and 
Caltagirone (1979) shows that in the presence of axial pertur
bations, the unicellular flow does not occur for Ra> Rac. How
ever, their study does not make any predictions about the plane 
orthogonal to the z-axis, i.e., the r-d plane with which we are 
dealing in the present investigation. The flow may or may not 

be three dimensional for Ra>Ra c as can be seen in the map 
of Powe et al. (1969). In fact, Powe et al. (1971) have exper
imentally detected small counterrotating cells in the upper part 
of the annulus for 1.2 < R < 1.7 and a Rayleigh number that 
is just above the critical Rayleigh number. 

As pointed out by Himasekhar and Bau (1988), it is im
portant to investigate the effect of the truncation error, or the 
choice of grid points. For /?= 1.6, our calculations were re
peated for the following grid systems: 17x17 ,17x33 ,33x33 , 
33x49, 33x65, 49x49, 49x65, and 33x81. Table 3 shows 
the computed values of the critical Rayleigh numbers. For the 
17x17 grid, no multicellular flow could be obtained. The fact 
that a bicellular flow could be observed for a 17 x 33 grid shows 
that the number of points in the 8 direction is of great im
portance. We note that the magnitude of Rac depends on the 
grid size. It turns out, however, that using a 49x49 or even 
a 33 x 49 grid is satisfactory and gives a good compromise 
between precision and CPU time. We note in passing that the 

' computational time for determining Rac becomes prohibitive 
for refined grids. This is because when Ra-Ra c

+ , the solution 
converges very slowly. This fact is also reported by Rao et al. 
(1987) and Himasekhar and Bau (1988). 

Rao et al. (1985) had found that using different initial con
ditions such as pure conduction solution or a steady-state so
lution have no effect on either the unicellular or the multicellular 
flow patterns. For narrow annuli (R < 1.2), the unicellular and 
bicellular flows were obtained for two distinct intervals of 
Rayleigh numbers separated by a critical value. However, our 
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computations have clearly shown that, regardless of the initial 
conditions, for V5<7?<2 (which is the range of radii ratio 
where the bifurcation phenomenon has been studied in our 
work), two solutions are obtained for the same values of Ra 
and R, in a range of Rayleigh numbers corresponding to 
Ra > Rac. These two solutions persist up to a specific Rayleigh 
number. For example, for R = 2, our two solutions persist up 
to Rai=104 , however, the solutions may lose their stability 
via Hopf bifurcation at higher Ra numbers. It should be noted 
that no hysteresis effects have been observed in our study. In 
the range of radii ratios considered (\[2-<R-<2), the critical 
Ra number, Rac, increases slightly with an increase in R. 

4 Experimental Study 

4.1 Experimental Apparatus and Procedure. The appa
ratus consists of an outer aluminum AU4G tube of 80 mm 
i.d., and an inner coaxial aluminum tube of 50 mm diameter. 
Therefore, the radii ratio for the experimental setup is R = 1.6. 
Both tubes are 160 mm long, as that the longitudinal aspect 
ratio 1/V; equals 6.4. Experimental observations are made 
through an annular plexiglass window. 

The outer cylinder is cooled by an internal water circulation 
in the form of a helix. Cooling water is maintained isothermal 
by a constant temperature water bath. The inner cylinder is 
internally heated by an electrical resistance, which is controlled 
through a regulated power supply. To insure a uniform tem
perature distribution, this resistance is embedded in Freon. 
Inner and outer temperatures measured by chromel-alumel 
thermocouples are recorded continuously with a multichannel 
recorder and may also be displayed on a digital voltmeter, so 
that any nonuniformity in temperature on either cylinder could 
be depicted. Laser-Doppler anemometry is used to determine 
the tangential velocity field within the test cell. A SPECTRA 
2000 argon laser connected to a counter processor constitutes 
the essential part of the setup. Data acquisition was done with 
a PDP-11 computer. The uncertainty in the experimental meas
urements was determined to be approximately 2 percent. 

Steady-state conditions were usually achieved six hours after 
cooling water circulation and power supply are switched on. 
Before taking a set of measurements, incense smoke would be 
injected into the test section to achieve flow visualization. The 
data acquisition system was entirely automated so that the 
Doppler frequency and the velocity in mm/s were continually 
displayed. Further details of the experimental apparatus and 
procedure are available from Cheddadi (1986). 

4.2 Experimental Results. Tangential velocity fields were 
measured in the central section of the annulus (z = 0, Fig. 1) 
for three values of RaL number: 518, 691, and 994. Figure 10 
displays the measured velocity vectors. The measured flow field 

was found to be symmetric about the vertical 6 = 0 or is plane. 
In fact, a variety of comparisons were performed for different 
angular coordinates 6 and —6, which are shown in Fig. 10. 
These comparisons made it amply clear that the flow is indeed 
symmetric (Cheddadi, 1986; Cheddadi et al., 1987). Compar
ison with the numerical results is shown in Fig. 11 for Ra/, = 994. 
As can be seen, there is good agreement between numerical 
and experimental results. For this comparison, the experi
mental velocity at any point (r, 6) has been calculated as the 
average of velocities at points (r, 6) and (r, -8). Comparison 
with the perturbation solution (18b) is given in Fig. A2 of the 
Appendix. 

For completeness, other sections around z = 0 were also in
vestigated for an angular position of 6= 10 deg. In Fig. 12, in 
addition to the comparisons between numerical and experi
mental results; comparisons between experimental measure
ments for the same radial coordinate and different axial 
locations z are also presented for /•= 1.12 and z= 1.5 cm. As 
can be seen in Fig. 12, no noticeable effect along the axial 
coordinate could be observed, except for one value, which 
seems to be due to experimental inaccuracies. Based on these 
comparisons it can be concluded that the flow for the range 
of Rayleigh numbers investigated in this work is two dimen
sional, stationary, unicellular, and can be described using the 
adopted numerical method. As it was not possible to determine 
experimental velocity fields corresponding to bicellular flows, 
further experiments are in order. 

Our experimental investigation was limited to relatively low 
Ra numbers for which only unicellular flow was detected. 
Despite many trials, we were not able to obtain reliable data 
at higher Rayleigh numbers due to difficulties in maintaining 
uniform surface temperatures on the inner and outer cylinders 
at higher Rayleigh numbers. The use of laser-Doppler ane
mometry needs very precise experimental boundary conditions, 
i.e., the existence of true isothermal conditions. We have ob
tained flow visualizations of the stream lines at moderate and 
high Ra numbers. For R= 1.6, we have found that the uni
cellular two-dimensional flow undergoes a Hopf bifurcation 
leading to a three-dimensional oscillatory motion for RaL of 
about 3500 up to 8000. At higher Rayleigh numbers 
(RaL > 8000) the flow obtains a three-dimensional spiral struc
ture (Cheddadi et al., 1987). These results are reported in the 
map (however, in the present investigation R is used as abscissa 
instead of the relative gap width in the original map) of Powe 
et al. (1969) where the appearance of the three-dimensional 
oscillatory motion was not mentioned (Fig. 13). We did not 
obtain the two-dimensional bicellular flow, even at Rayleigh 
numbers that were larger than the Rayleigh number for which 
the bifurcation point was numerically detected. Furthermore, 

(a) (b) 

Fig. 10 Experimental tangential velocities (A = 1.6): (a) RaL = 518; (b) 
Rat = 691;(c)Rat = 994 

(c) 
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in our experimental runs we had used many different initial 
conditions. Yet, we were unable to generate the two-dimen
sional bicellular flow. This is the reason for not presenting a 
comparison between our experimental and two-dimensional 
bicellular numerical results. We consistently obtained the nu
merical behavior that was discussed earlier (by different nu
merical schemes and after thorough accuracy tests); however, 
we were not able to generate them experimentally. 

Nevertheless, an experimental investigation by Powe (1968) 
using air as the working fluid has revealed that a stable sec
ondary cell forms at the top of the inner cylinder for R= 1.6 
as the Rayleigh number is increased beyond 13,000. That is, 
for R= 1.6, the experimental critical Ra for the onset of the 
secondary cells is found to be 13,000, or in terms of the Ray
leigh number based on the gap width, RaL = (/?-l)3 Ra, it 
translates to Râ . = 2808 compared to 2800 obtained from our 

kxjRaL 
DAAOB exp. Rac values compiled by Powe et al. 

num. Rac by Powe et al. 

num. Rac by Mojtabl 

.2D stable) 

.3D osclll. 
*39 spiral 

present 
study 

multi

cellular 

oscillatory 
3D spiral 

2D stable 

12 U I.! 1.1 2.0 R 

Fig. 13 Flow pattern map with respect to the results presented by Powe 
et al. (1969) 

numerical results. This shows a very good agreement between 
these experiments and our numerical results. 

5 Conclusions 
Unicellular and bicellular free convection flows in a hori

zontal annulus are analyzed in this work. The bifurcation phe
nomena for this type of geometry are discussed and analyzed. 
Good agreement is observed between the numerical, experi
mental, and perturbation results obtained in this investigation. 
The numerical scheme is based on the Artificial Compressibility 
Method. For unicellular flows, the numerical results are in 
good agreement with the results obtained by the stream func-
tion-vorticity formulation. 

It is demonstrated that at high Rayleigh numbers, the steady-
state solution is not unique and is dependent on the proper 
initial conditions. Finally, the existence of a critical Ra number 
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related to the bifurcation phenomenon, at which both unicel
lular and bicellular flows have the same average Nusselt num
ber for a fixed value of radii ratio R is established. 
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Nu 
1.4 

— perturbation 

—.—-—- artificial comp. 

2500 6000 Ra, 

Fig. A1 Average Nusselt numbers obtained by the perturbation expan
sion and by the numerical scheme (f = 0.2) 

Fig. A2 Comparison among numerical, experimental, and perturbation 
results for the tangential velocity for f=0.6 and Rat = 994 

A P P E N D I X 
Here, an analytical solution is constructed by applying a 

regular perturbation expansion for small annular spaces. The 
perturbation parameter is picked as f = (r0 - /-,)//•,• and the radial 
coordinate is scaled by (r0-ri). Expanding T and \p in terms 
of I yields 

T(x, d)=J^ fV,(jr, 6) and ftx, 0) = J] frfa, 6) 
;=o /=o 

where x= (r- l)/f. Introducing these expansions into the gov
erning equations adopting the stream function-vorticity for
mulation, and equating coefficients of like powers in f, we 
obtain a set of linear partial differential equations. 

The analytical solution of the above-found differential equa
tions up to the second order leads to the following mathe
matical expression for the average Nusselt number: 

Nu~=l+tfRaLr2 + 0(f3) 

where a = 1.37 x 10~7. As can be seen in Fig. Al, this expression 
compares favorably with the numerical results. A comparison 
among numerical, experimental, and perturbation results for 
the tangential velocity is shown in Fig. A2. Again, a good 
agreement is observed among all three methods. 
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Experimental Heat Transfer Rates 
of Natural Convection of Molten 
Gallium Suppressed Under an 
External Magnetic Field in Either 
the X, Y3 or Z Direction 
The heat transfer rates of natural convection of molten gallium were measured under 
various strengths of heating rates and three coordinate directional magnetic fields. 
Molten gallium (Pr = 0.024) was filled in a cubic enclosure of 30 mm x 30 mm 
x 30 mm whose one vertical wall was uniformly heated and an opposing wall was 
isothermally cooled, with otherwise insulated walls. An external magnetic field was 
impressed either perpendicular and horizontal to the heated wall (x direction) or 
in parallel and horizontal to the heated wall (y direction) of the enclosure or in a 
vertical direction (z direction). For the modified Grashof number, based on the 
heat flux, less than 4.24 x 10e and the Hartmann number less than 461, the average 
Nusselt numbers were measured. These results proved that our previous three-
dimensional numerical analyses for an isothermal hot wall boundary were in good 
qualitative agreement. A much higher suppression effect is given in the x- and z-
directional magnetic fields than that in the y-directional one. The measured heat 
transfer rates were correlated as follows: 

NuB-l 

Nu0-l'~ 
l-[l+(aGrm/Ha)bY 

Magnetic field 

x-directional 
/-directional 
z-directional 

a n 
0.57 
4.19 
0.52 

3.19 
2.07 
2.72 

1.76 
1.45 
1.44 

1 Introduction 

Ozoe and Okada [1] carried out three-dimensional numerical 
analyses of natural convection of liquid metal in a cubic en
closure heated from one vertical wall and cooled from an 
opposing wall with otherwise thermally insulated walls. They 
studied the effect of the direction of the external magnetic 
field. The direction of the external magnetic field was in either 
the x, y, or z direction, as shown in Fig. 1. They reported that 
the natural convection and then the rate of heat transfer was 
strongly suppressed by the x- and z-directional external mag
netic fields but was weakly suppressed by the /-directional 
magnetic field. They expected that the/-directional magnetic 
field would be the most effective to suppress the convection, 
since the/-directional magnetic field was perpendicular to both 
the vertical boundary layer flow and the horizontal flow along 
the upper and lower boundaries. However, this was not the 
case. They computed the following Lorentz force term F in 
the momentum equation: 

F=JxB (1) 

J=ae(E+uxB) = ae(-V\l/e + uxB) (2) 

F=oe(-V\pe+uxB)xB = Fe + Fu (3) 

where / is an electric current, E an electric field intensity, B 
magnetic induction, ae electric conductivity of fluid, and \j/e 
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scalar potential for an electric field, respectively. The equation 
of continuity for electric current allowed them to compute \j/e. 
They computed each term in the Lorentz force and found that 
the Lorentz term in the z-directional momentum equation is 
large in the x-directional magnetic field but becomes very small 
in the /-directional magnetic field because of the cancellation 
of the components Fe and Fu with different signs. They found 
this is the reason that the /-directional magnetic suppression 
is very weak in comparison to that in the x- and z-directional 
ones. Their findings, however, need to be examined by ex
perimental measurements. This is the primary purpose of this 
paper. The experimental rates of heat transfer of natural con
vection in an external magnetic field are also correlated in 
empirical equations. Some of the related previous works are 
discussed below. 

Mori [2] studied laminar free convection in an electrically 
conducting fluid on a vertical plate in a transverse magnetic 
field and gave a series expansion solution. Sparrow and Cess 
[3], dealing with a similar problem, gave a series solution for 
Prandtl numbers 10, 0.72, and 0.02 and pointed out the sig
nificant suppression effect of a magnetic field for the free 
convection of liquid metals. Lykoudis [4] treated a similar 
problem and gave a similarity solution. He derived a param
eter, known as the Lykoudis number, Ly = 2Ha2/Gr1/2, for 
an isothermal vertical wall. His computation covered from Pr 
= 0.73 to 0.01 for Ly = 0 to 5. 

After these pioneering works, Lykoudis and Yu [5], Mi-
chiyoshi et al. [6], Seki et al. [7], Takahashi et al. [8], and 
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Fig. 1 Schematic of the system with the external magnetic field either 
in the x, y, or z directions in (a), (b), and (c), respectively 

others reported on the combined effect of gravitational and 
magnetic fields on the natural convection of liquid metals. 
Extensive research efforts have been made also in the field of 
forced convection magnetohydrodynamics, as seen in the re
view by Lielausis [9] and cosmic magnetic fields as reviewed 
by Proctor and Weiss [10]. This subject is also closely related 
to various industrial processes such as semiconducting material 
manufacturing and continuous steel casting processes. Recent 

N o m e n c l a t u r e 

work on the magnetic Czochralski convection for crystal growth 
was reviewed by Langlois [11]. 

On the effect of the direction of a magnetic field, Maekawa 
and Tanasawa [12] carried out theoretical analyses for the two-
dimensional natural convection of a horizontal electrically con
ducting fluid layer heated from below for an arbitrary angle 
of the direction of the magnetic field and reported the maxi
mum suppression for the vertical magnetic field. Their work, 
however, was apparently limited to a two-dimensional system 
heated from below. 

In the present paper, the authors carried out an experimental 
measurement of the rate of heat transfer of natural convection 
of molten gallium in a cubic enclosure both without and with 
the external magnetic field in either the x, y, or z direction. 

2 Experimental Apparatus 
The experimental schematic is shown in Fig. 2. Experimental 

fluid was poured into a cubic enclosure (3), which was placed 
between two polar faces of an electromagnet (2). One vertical 
wall was heated uniformly through a constant power regulator 
and a watt meter. An opposing vertical wall of the enclosure 
was cooled by water from a constant temperature bath. Tem
perature differences between the hot and cold walls were meas
ured by thermocouples and a strip-chart recorder (1). An 
electromagnet was placed in a small room of 900 x 800 x 
1235 mm3 maintained at a constant temperature approximately 
equal to an average of the hot and cold wall temperatures. A 
thermocouple hole was drilled through a side wall of the cooled 
copper plate up to a geometric center in which one 0.32 mm$ 
and three 0.05 mm(/> copper-constantan thermocouples were 
inserted. Other junctions of thermocouples were fixed on the 
liquid side surface of the heated copper plate with instant glue 
(Aron Alpher) at the center, at 10 mm up and at 10 mm below 
midheight. The copper plate was coated with Teflon spray 
coating to avoid direct contact with molten gallium. If this 
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Fig. 2 Schematics of the experimental setup: (1) strip-chart recorder, 
(2) electromagnet, (3) convection chamber 
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Fig. 3 (a) Uniformity of magnetic strength in >i direction; (b) uniformity 
of magnetic strength in { direction; shaded area corresponds to the fluid 
regime 

was not done, Ga extensively dissolved the copper plate whose 
surface became rough. The copper walls are therefore electri
cally adiabatic. 

Heated and cooled walls were clamped firmly with bolts. 
This experimental enclosure was clamped into another plex
iglass chamber that was fixed between the electromagnets. This 
enabled the experimental enclosure to be placed perpendicular 
or parallel to the pole faces of the electromagnet. A small 
laboratory jack was employed to position the enclosure cen
trally between the magnetic pole faces. Inside this chamber, 
fiberglass thermal insulation was firmly packed to minimize 
the influence of the variation in the room temperature where 
the experiment was conducted. The uniformity of the magnetic 
field in an experimental space could be ascertained by the 
reports supplied by the manufacturer of the electromagnet, as 
shown in Figs. 3(a) and 3(6). The actual internal length of the 
enclosure is 15 mm from the center and uniform strength of 
the magnetic field can be expected for a gap of 100 mm between 
the two polar end planes employed in this experiment. 

Thermocouple outputs were measured with a strip-chart re
corder (Yokogawa 3056-31). Other temperatures were moni
tored and recorded on a data logger (Takeda TR2731). These 
outputs were calibrated to temperature via a curve prepared 
before the experiment. The electromagnet was made by Elec
tromagnet Inc. (CMD-10). Its one end pole can be moved 
between 0 to 100 mm from the other end plate. The strength 
of the magnetic field can be varied up to 0.4 Tesla for pole 
faces 100 mm apart. The strength of a magnetic field was 
monitored with a gauss meter whose sensor was attached to 
the pole face during the experiment. 

3 Experimental Fluid 
Liquid gallium was selected as the experimental fluid because 

its melting temperature is 302.93 K and it is easy to handle. 
Mercury is more common but is documented to be toxic in 
both liquid and vapor form. Although Ga is not known to 

have such negative effects, it was handled carefully. The phys
ical properties of Ga are summarized in the appendix. 

4 Experimental Procedures 
4.1 Filling the Enclosure With Ga. Molten Ga was found 

to be oxidized easily and quickly when it is exposed to air. 
Then its free surface is covered by a thin but rather viscous 
film layer. To avoid the oxygenation, the experimental con
vection enclosure was air sealed; oxygen-free air was intro
duced inside and then Ga was injected with a needle-less plastic 
syringe. Extra gas was evacuated carefully through a 1 mm0 
hole at a corner of the convection chamber, which was then 
sealed. 

4.2 Estimation of Heat Loss From a Convection Enclosure. 
The experimental room was thermally controlled to an average 
temperature between a hot and a cold wall of the convection 
enclosure to minimize the thermal loss. However, we can still 
not deem the heat loss as negligible. An accurate estimate of 
the heat loss is the most difficult part of the experiment in 
natural convection because the total heating amount is very 
small. The estimate procedure followed was originally invented 
by Ozoe and Churchill [13]. 

At the beginning, an experiment was carried out with air 
(known thermal conductivity) heated from above and cooled 
from below. The temperature differences between the hot and 
cold plates were measured for various rates of electrical heating 
<2,otai. In the working graph, the computed rate of heat transfer 
by pure conduction in air and the measured heat input are 
both plotted versus the temperature on the hot wall. The dif
ference between them is considered to be the heat loss, Q\oss, 
as follows: 

QioSs = Qiotai-Ak3k(dh-6c)/D (4) 

This heat loss was approximated by a linear equation through 
a least-square method as follows: 

6ioSS =-8.685 + 0.028310,, (5) 

This heat loss to the surroundings is expected to be the same 
even when convection occurs inside the experimental enclosure. 
Net heat input to the experimental fluid is given as follows: 

Gnet — Qtotal _ Gloss (6 ) 

4.3 Determination Procedure for an Average Nusselt 
Number. The net heat flux can be estimated by the above 
method for the electrically heated system. The rate of heat 
transfer has been presented in a dimensionless Nusselt number, 
which is defined as a ratio: the total heat flux divided by the 
conduction heat flux. The system heated from a side wall by 
an electric resistance dissipates a uniform heat flux and the 
vertical heated wall has a temperature distribution. The op
posing cold wall is kept at a uniform temperature for this 
system. One method of computing the reference conduction 
heat transfer rate is to employ the midheight temperature dif
ference between two opposing walls. However, this scheme 
does not represent a real conduction rate of heat transfer. 
Another method is to employ an average temperature differ
ence with an assumption that heat conduction is almost one 
dimensional due to the large thermal conductivity of liquid 
gallium. The temperature differences between a hot and a cold 
wall were measured at three points for the 30 mm high hot 
wall as described in section 2. The reference conduction heat 
flux can be given as follows under such temperature differ
ences. The hot wall temperature distribution was approximated 
by a second-order equation of location z as follows: 

6h = a^ + bz + c (7) 

The coefficients a, b, and c are given by the temperatures 
at three locations. An average conductive heat flux is given as 
follows: 
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Fig. 4 Temperature differences between the hot and cooled walls at 
three points measured. Integrated average temperature difference A0BV 

was employed as a reference conductive rate to get an average Nusselt 
number. 
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Fig. 5 Comparison of the average Nusselt number for liquid metal 
without a magnetic field; Viskanta is from [14]; Churchill is from [15]; 
Takahashi et al. is from [8]; Julian and Akins is from [16]; Ozoe and Okada 
is from [1] 

--k'A-D-
D 

dz 

a = kD[-ir + ~;D + c~-t (8) 

The average Nusselt numbers under various heating rates 
and magnetic forces were computed from the net heat flux 
divided by this equivalent conduction heat flux. The average 
temperature difference can be given as shown in Fig. 4 and 
the average Nusselt number is given as follows: 

N u = Q „ e t / G c o n d (9) 

The following Nusselt numbers were all computed by this 
empirical procedure. The following boundary conditions were 
in effect. The cubic enclosure was heated uniformly from one 
vertical wall and cooled isothermally from an opposing wall. 
The other four walls were thermally insulated. All boundaries 
were electrically insulated. 

5 Experimental Results 
5.1 Heat Transfer Rate of Liquid Gallium Without a Mag

netic Field. The natural convection heat transfer rates were 

Mag. di rect ion 
z= 5 mm 
z= 15 mm 
2= 25mm 

Ql Wl 

x-Mag. 
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A 

a 
2.99 

y-Mag. 
• 
A 

• 
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CD 

Bo I Tesla ] 
Fig. 6 Measured temperature differences between a hot wall and a cold 
wall center for the case when the total heat input is 2.99 W with the x-
directional magnetic field (open symbols) and for the case when the 
total heat input is 7.96 W with the y-directional magnetic field (black 
symbols); the range of uncertainty is indicated at 0.2 Tesla 

measured without a magnetic field prior to the magnetic ex
periment. The average Nusselt numbers are plotted versus 
Gr*Pr2 in Fig. 5. This abscissa has been employed for the 
liquid metal heat transfer. In the same graph, three-dimen
sional numerical analyses reported by Viskanta et al. [14] for 
three different Prandtl numbers and that by Ozoe and Okada 
[1] are also plotted for comparison. The correlation equation 
derived by Churchill [15] for a rectangular enclosure is indi
cated by a rigid line for comparison. The other experimental 
results for free convection found by Takahashi et al. [8] for 
Pr = 0.016 to 0.022 and by Julian and Akins [16] for Pr = 
0.022 are also plotted, although they are for a boundary layer 
type flow along a single plate with a uniform heat flux. The 
average Nusselt numbers computed by Viskanta et al. are in 
excellent agreement with the present experimental rate of nat
ural convection heat transfer in a cube for the almost same 
Prandtl number in a range Gr*Pr2 = 102 to 104. For a much 
higher range of the abscissa, the data from various sources are 
in less agreement for the modified Grashof number 107 to 1010. 
The dotted and hatched lines are for boundary layer type flow 
and give higher average Nusselt numbers. 

5.2 The Effect of the Magnetic Field on the Rate of Heat 
Transfer. Prior to the experiment, the experimental room 
was set at about 35°C and the cooling bath temperature was 
controlled at 32.6°C ± 0.1°C. It took about 2 hours to satisfy 
these conditions. A hot wall heater was then started and the 
temperature difference between the hot and cold walls was 

' measured. After two hours, the temperature difference became 
less than 1 //V (about 0.024°C) and an electromagnet was 
started by setting stepwise at specific strength. 

Temperature differences between three points on a hot wall 
and a midheight junction in the cold wall became less than 
0.1 °C in about 10 to 15 min. The strength of the magnetic 
field was raised step by step up to 0.4 Tesla and then decreased 
down to zero so that hysteresis, if any, could be checked. No 
hysteresis was observed. Similar experiments were carried out 
for three directions of the magnetic field as shown in Fig. 1. 
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Fig. 7 The effect of the modified Grashof number and the Hartmann 
number on an average Nusselt number for the system in the x direction 
of a magnetic field 

Z3 

' 1 ' r 
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Magnetic Field 

Fig. 9 The effect of the modified Grashof number and the Hartmann 
number on an average Nusselt number for the system in the z direction 
of a magnetic field 

Fig. 8 The effect of the modified Grashof number and the Hartmann 
number on an average Nusselt number for the system in the y direction 
of a magnetic field 

For each direction of the magnetic field, either the heating 
rate or the magnetic strengths were changed. Figure 6 shows 
steady-state temperature differences Ad [K] at three thermo
couple locations (at z = 5, 15, and 25 mm) as a function of 
the strength of a magnetic induction B [Tesla] when the total 
heat input was 2.99 W with the x-directional magnetic field. 
The temperature at z = 5 mm on the hot wall was higher than 
those at z = 15 and 25 mm when the magnetic field was zero 
or weak. This is because of the convection under the uniform 
heat flux heating. However, the difference became less than 
0.1 °C when the magnetic field became 0.3 to 0.4 Tesla to 
indicate the conduction. Similar graphs were obtained for 
higher heat inputs. Under different heat inputs, the temper
ature differences converged nicely to the conduction data as 
the strength of a magnetic field attained 0.3 to 0.4 Tesla, where 
the conduction data were the ones obtained by heating from 
above in separate experiments. 

When the magnetic field is in the y direction (horizontal and 
parallel to the heated wall), the temperature differences be
tween the hot and cold walls are also included in Fig. 6 for 
total heat input of 7.96 W with black symbols. Even at 0.4 
Tesla, the temperature differences between the hot and cold 
walls are increasing, which indicate that convection becomes 
weak (but not zero) due to the magnetic force. When the 
magnetic field was in the z direction, the general characteristics 
were quite similar to those seen in Fig. 6 for the ^-directional 
magnetic field and are not shown. 

These results were translated into dimensionless values of 
the Gr*, Nu, and Ha numbers. They are plotted as Nu versus 
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Fig. 10 Traditional plot for the rate of heat transfer of natural convection 
under a magnetic field 

Gr* with the Hartmann number as a parameter in Fig. 7 for 
the x-directional magnetic field, in Fig. 8 for the ^-directional 
magnetic field, and in Fig. 9 for the z-directional magnetic 
field. It was found out the suppression effect was dramatically 
strong in the x and z directions in comparison with the one in 
the v direction. For example, at Gr* = 4.25 x 106, Nu = 2 
at Ha = 46 for the x direction of a magnetic field. On the 
other hand at Gr* = 4.25 x 106, Nu = 2 was attained at Ha 
= 402 for the ^-directional magnetic field. This means that 
one order of magnitude larger magnetic induction in the y 
direction is required to have the same effect of suppression in 
comparison to that in the x or z direction. 

5.3 Preparation of the Graphic Presentation of the Heat 
Transfer Rate in an External Magnetic Field. The Lykoudis 
number Ly has been traditionally employed to correlate the 
heat transfer rate of free convection of liquid metal in an 
external magnetic field. The effect of the magnetic field on 
the rate of heat transfer has been represented as the Nusselt 
number in a magnetic field, NuB, divided by that in a non
magnetic field, Nu0, and the data of the measured ratio Nufi/ 
Nu0 are plotted versus Lykoudis number Ly in Fig. 10. The 
parameter is a modified Grashof number. As the Lykoudis 
number decreases, the effect of the magnetic force is also 
decreased and the ratio of the Nusselt numbers converges to 
unity. On the other hand, as the Lykoudis number is increased, 
the ratio of the Nusselt numbers approaches 1/Nu0 as a func
tion of the modified Grashof number. This type of plotting is 
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11 Newly normalized ordinate for the rate of heat transfer versus 
traditional Lykoudis number 

a traditional method and similar graphs can be found from 
Takahashi et al. [8]. 

On the other hand, Ozoe and Maruo [17] previously carried 
out two-dimensional computations for magnetic and gravi
tational natural convection of liquid metal in a square enclosure 
heated from one vertical wall and cooled from an opposing 
vertical wall. They plotted the computed results in a graph 
(Nufl - l)/(Nu0 - 1) versus Ha/Ra1/3. This provided a single 
correlation curve for different values in the Rayleigh numbers. 
Concerning the ordinate, the ratio (NuB - l)/(Nu0 - 1) was 
employed in place of the traditional ratio NuB/Nu0 because of 
the above reason. In the extreme case of zero Hartmann (or 
Lykoudis) number, (NuB - l)/(Nu0 - 1) converges to unity 
because NuB = Nu0. At another extreme of the infinite Hart
mann number, Nu s converges to unity and then (Nufl - 1)/ 
(Nuo - 1) to zero irrespective of the Rayleigh (or Grashof) 
number. This ratio (NuB - l)/(Nu0 - 1) apparently provides 
much better characteristics than the traditional Nufl/Nu0. 

The experimental data are plotted for (Nufl - l)/(Nu0 -
1) versus the Lykoudis number Ly as shown in Fig. 11. This 
graph provides almost a single data group for different values 
in the modified Grashof number. However, there is still some 
scatter for the Lykoudis number from 1 to 100. The original 
Lykoudis number was found to provide a similarity solution 
for the free convection along a vertical heated wall with a 
horizontal magnetic field, which varies with the location in a 
vertical direction. The Lykoudis number has been employed 
to correlate the heat transfer rate for boundary layer type free 
convection of liquid metal in a magnetic field. However, it 
may not be the only parameter to correlate the heat transfer 
rate for natural convection of liquid metal in an enclosure that 
produces two- and three-dimensional flow modes. 

Ozoe and Maruo [17] derived Ha/Ra1 /3 in the de-dimen-
sionalization process of the vorticity equation including a Lor
entz term, and Ozoe and Okada [1] again employed it for the 
three-dimensional magnetic natural convection in a cubic en
closure as follows: 

— = (Q. V) t /+PrV 2 f t + Pr(-
DT 

•dT/dY, dT/dX, 0)7 

+ Ha2Ra_2/3Pr{ - V x ( V * e xe ) + V x [(Uxe) xe]) (10) 

where e is a unit vector for an external magnetic field in either 
the x-, y-, or z-directional coordinate. The Lorentz term has 
a coefficient Ha 2PrRa _ 2 / 3 = (Ha/Gr' /3)2Pr1/3. Following their 
correlation, we replotted the same data for Ha/Gr1 /3 with the 
translation Gr* = Gr»Nu as shown in Fig. 12. It gives a much 
better correlation than Fig. 11. 

Lykoudis [4] derived the Lykoudis number 2Ha2/Gr1/2 and 
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Fig. 12 More consistent data correlation ordinate and abscissa for the 
magnetic natural convection 
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Fig. 13 Comparison of the present experimental results with the the
oretical results by Ozoe and Okada [1]; lines are those correlated by 
Churchill and Usagi plot [18] 

mentioned that it represents the ratio of the ponderamotive 
force over the viscous force. In the following, we employed 
Ha/Gr1/3 since it is simpler than Ha2/Gr2/3, although Ha2 has 
a physical meaning as mentioned by Lykoudis. 

5.4 Derivation of Correlation Equations for the Rate of 
Heat Transfer in Both a Gravitational and a Magnetic Field. 
The heat transfer rates in the y- or z-directional magnetic field 
at various modified Grashof numbers are plotted in Fig. 13. 
The data group for the x-directional magnetic field almost 
coincides with that for the z-directional one and therefore is 
omitted. The black circles show the rates computed by Ozoe 
and Okada [1] in the three-dimensional numerical analyses and 
they agreed well with the experimental result. Especially the 
least magnetic suppression of the ̂ -directional field was proved 
by much larger rates represented by white triangles. The black 
triangles show the rates obtained by three-dimensional com
putations and also agreed well with the experimental ones. 

Churchill and Usagi [18] proposed to derive a compact em
pirical equation for such data as seen herein, using two limiting 
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cases and selecting a single parameter n to fit the data. Let 
(NuB - l)/(Nu0 - 1) be represented by £ and Ha/Gr1 /3 by ij. 
The present system does have the limiting characteristics seen 
in Fig. 13 as follows: 

as ij — 0, £—-1 
as r/ — oo, £—0. 

We presume the following form to satisfy these conditions: 

1 

1 - * 
( i i) 

When (Nu0 - NuB)/(Nu0 - 1) = 1 - £ is plotted versus Ha/ 
Gr l /3 = ij on a logarithmic graph, the gradient gives an un
known index 7 and any data point gives the cross-sectional 
point rjA. Another exponent n is determined to fit the data well 
on the next equation on the graph. 

1 

l - « 
l + l l ^ (12) 

This type of equation includes two extreme cases of variables 
of t] at 0 and infinity as well as the intermediate range in such 
a simple form. In this way, the unknown parameters were 
determined for the x-directional data group and the following 
equation was obtained. It is indicated by a rigid line in the 
graph to fit the data group excellently. 

N U B - 1 

Nun-1 
= 1- 1 + 

0.57Gr' 

Ha 

l /3\ 3.19-

(13) 

The same method gives the one for the ^-directional magnetic 
field. 

Nufl-1 

Nuo-1 
= 1 - 1 + 

4.19GrL 

Ha 

l / 3 \ 2.07-

For the z-directional magnetic field, 

N u j - 1 

N U Q - T 
1 + 

0.52Gr'' 
Ha 

l / 3 \ 2.72" 

(14) 

(15) 

6 Conclusions 
The effect of the external magnetic field was studied for the 

natural convection of liquid Ga in a cubic box heated from 
one vertical wall and cooled from an opposing wall. The rate 
of heat transfer was measured and correlated as a function of 
Ha/Gr1/3 for the direction of a magnetic field either perpen
dicular to the vertical hot wall (x direction) or parallel and 
horizontal to the hot wall (y direction) or vertical (z direction). 
The x- or z-directional magnetic field was almost 10 times as 
effective in suppressing the rate of heat transfer as that in the 
y direction. The strong suppression effects in the x- and z-
directional magnetic fields proved the previous prediction in 
three-dimensional numerical analyses by Ozoe and Okada. The 
rates of heat transfer were correlated with the Churchill and 
Usagi correlation. 
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A P P E N D I X A 
Physical Properties of Ga 

(a) Density. K. E. Spells [19] reported measured values, 
which were correlated by a least-square approximation as fol
lows: 

a0 = 6330 
[kg/m3] 
[kg/m3] (Al) 

a, = -0.7717 [kg/(m3K)] 

for 303.65 K < 8 < 375.15 K. 

(b) Viscosity. Measured values by K. E. Spells [19] are 
correlated by a least-square approximation as follows: 

°2 [kg/(m.s)] 
[kg/(m-s)] 
[kg/(m.s.K)] 

-2 
b0 = 1.207 x 10" 
bi= - 5 . 7 5 4 x l 0 " s 

62 = 7.981xl0~8 

for 303.65 K < 0 < 323.15 K. 

[kg/(m.s.K')] (A2) 

(c) Specific Heat. According to the Metals Handbook II 
[20], 

C= 397.6 [J/(kg-K)] (A3) 

from 285.65 K to 473.15 K. 

(d) Thermal Conductivity. According to the Metals 
Handbook II'[20], 
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£ = 28.68, 
34.04, 

or 38.31 

[W/(m-K)] Table Bl Relative errors (percent) at Q = 11.95 W 

(A4) 

at 350.15 K. Since these values differ substantially from one 
another, the thermal conductivity of Ga was measured directly 
in our convection enclosure. The measurement of thermal con
ductivity should be carried out for a shallow fluid layer. How
ever, the thermal conductivity of liquid Ga is about 1300 times 
larger than that of air and 42 times that of plexiglass, and we 
presumed the heat flux could be measured accurately by the 
method described in section 4.2. The thermal conductivity of 
Ga can be described as follows: 

£Ga= -7.448 + 0.12565 

for 306.15 K < 6 < 312.15 K. 

[W/(nrK)] (A5) 

(e) Volumetric Coefficient of Thermal Expansion. The 
previous correlation equation for density was inserted into the 
following definition for a volumetric coefficient of thermal 
expansion: 

0 = 
dp/dd « i 

(A6) 
p (a0 + ai6) 

Since experimental data are mostly between 303.15 and 
326.15 K, this equation can be employed for this temperature 
range. 

(f) Electric Conductivity. According to the Metals Hand
book II [20], the conductivity is 

ff=3.85xl06 [l/(Q.m)] 

at 0=313.15 K. 
(A7) 

(g) Magnetic Permeability. The permeability is almost 
equivalent to that in a vacuum and 

ft„ = 47rxl0" 7 [H/m] = [m-kg/(s.A)2]. (A8) 

(h) Melting Point. Melting point is 302.93 K [20]. 

A P P E N D I X B 
Uncertainty Analysis 

There are extensive numbers of parameters in the present 
experiments. Following is the list of estimated error range for 
various parameters. Then, following Moffat [21], the uncer
tainty analysis was applied for the dimensionless parameters 
such as the Grashof, Prandtl, Hartmann, and Nusselt numbers. 
These numbers are expressed as a product of terms and the 
relative uncertainty can be given as follows. If experimental 
result is 

(Bl) 

then 

8R 8xt 

R = }[a^ 
8X; 

x2 
+ 

, 8xt 
N — ) { • (B2) 

XN 

The following are the possible error ranges for both measured 
values and the correlated physical properties as listed in Ap
pendix A. 

1 Temperature was measured with Cu-constantan ther
mocouples connected to a data logger. Estimated ac
curacies are as follows: 
(a) Accuracy = ± [0.03 percent of temperature read
ings + 0.3]°C. 
(b) Temperature coefficient for accuracy = ±[0.0015 
percent of temperature reading + 0.0010] °C/°C. 
(c) Accuracy for internal compensation for the stand
ard point = ±0.5°C. 

Exp. No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

Nu 

5.70 
5.49 
5.11 
4.86 
4.50 
4.07 
3.97 
3.72 
3.57 
3.47 
3.41 
3.36 
3.34 

Ha 

— 
18.7 
10.7 
8.75 
7.60 
6.33 
5.95 
5.42 
9.40 
8.48 
7.80 
6.86 
5.66 

Gr* 

12.23 ' 
12.18 
12.10 
12.06 
11.98 
11.89 
11.88 
11.83 
11.81 
11.80 
11.79 
11.80 
11.80 

Ha/Gr l / 3 

— 
19.25 
11.57 
9.77 
8.72 
7.59 
7.27 
6.82 

10.26 
9.42 
8.81 
7.99 
6.98 

(d) Temperature coefficient for internal compensation 
= ±0.004 °C/°C. 
Experimental room temperature was controlled so that 
the maximum deviation is less than 2 ° C. The temperature 
was read from 33.5 to 39.4°C. Then the temperature 
uncertainty is 86 = ±(0.033 percent of temperature read
ing + 0.81) = ±0.82°C. 
Temperature difference between a hot wall and a cold 
wall, Ad. Possible errors are from 
(a) Strip-chart recorder itself as described in section 1, 
and reading error from a recorder-chart paper = ± (0.05 
percent of temperature reading + 0.048)°C. 
(b) Empirical equation for thermocouple output = 
±0.077°C. 
(c) Reference temperature inaccuracy employed for a 
recorder output = ±0.018 °C. In total, SAO = ±(0.05 
percent of temperature difference reading + 0.143)°C 
= ±0.149°C. 

Length of a cubic enclosure, 8D = ±2.5 x 10 4 m. 
Heat flux measurement suffers from the following errors: 
(a) Watt-meter output = ±0.048 W. 

Reading error = ±0.02 W. 
Heat loss correlation = ±0.023 W. 
Fluctuation error in the heat loss equation = ±0.005 

W. In total, 8Q = ±0.096 W. 
Magnetic induction B [Tesla]. The inaccuracy is ±2 per
cent of the full-scale range and reading error and the 
nonuniformity of the magnetic field causes the following 
errors. 8B = [ ( -2 .1 percent to 4.3 percent) of readings 
±(21-210) x 10"4] [Tesla]. 
Density, 8p = ±2.61 kg/m3. 
Viscosity, 8/x = ±1.07 x 10"4 kg/(m«s). 
Thermal conductivity of gallium. 
This was measured and correlated as described in Ap
pendix A. The inaccuracies increase for the lower tem
perature difference and they are as follows: 

(&) 
(c) 
(d) 

8 , J 
307.67 
308.80 
310.39 
311.41 
312.08 

8k W/(m-K) 

±2.57 
±1.46 
±1.11 
±0.97 
±0.91 

9 Volumetric coefficient of expansion. 

5(3= ±5.4X10" 8 1/K 

The above inaccuracies are reflected in the dimensionless 
values as follows. The relative errors (percent) of the selected 
dimensionless numbers for each data are listed in Table Bl, 
for example, at the total heat input Q = 11.95 W. Similar 
errors were also computed for other heat inputs but not listed 
because of the space limitation. 
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Ihree-Dimensional Natural 
Convection From Vertical Heated 
Plates With Adjoining Cool 
Surfaces 
Natural convection in an enclosure with a uniform heat flux on two vertical surfaces 
and constant temperature at the adjoining walls has been investigated both exper
imentally and theoretically. The thermal boundary conditions and enclosure ge
ometry render the buoyancy-induced flow and heat transfer inherently three 
dimensional. The experimental measurements include temperature distributions of 
the isoflux walls obtained using an infrared thermal imaging technique, while the 
three-dimensional equations governing conservation of mass, momentum, and en
ergy were solved using a control volume-based finite difference scheme. Measure
ments and predictions are in good agreement and the model predictions reveal 
strongly three-dimensional flow in the enclosure, as well as high local heat transfer 
rates at the edges of the isoflux wall. Predicted average heat transfer rates were 
correlated over a range of the relevant dimensionless parameters. 

Introduction 
Although most of the information concerning buoyancy-

induced transport in enclosures is related to two-dimensional 
plane and axisymmetric flows (Gebhart et al., 1988), these 
systems only approximate the three-dimensional motions that 
occur in reality. A review of investigations that deal with three-
dimensional natural convection in enclosures (for example, 
Ozoe et al., 1976; Mallinson and de Vahl Davis, 1977; Yang 
et al., 1986; Kirchartz and Oertel, 1988; de Vahl Davis et al., 
1989; Lock and Han, 1989; Hamady et al., 1989) reveals that 
little consideration has been given to systems other than those 
possessing at least some insulating or perfectly conducting 
boundaries. From the practical perspective, it may be expected 
that heat dissipation from warm surfaces would be enhanced 
if insulated boundaries were replaced with cool, isothermal 
surfaces proving beneficial, for example, in electronics cooling 
applications. 

A typical electronics package consists of a series of vertically 
stacked circuit cards, between which flows a fan- or buoyancy-
driven coolant. As packaging density increases, the area avail
able for throughflow decreases and, in the limiting case, the 
openings that surround the card can be completely blocked 
with connections and wiring. Blockage also occurs in appli
cations where isolation from a hostile environment is necessary. 
In either situation, the configuration may be similar to that 
shown in Fig. 1 for which thermal energy is transferred from 
vertical heated surfaces, through the coolant to front, back, 
top, and bottom enclosure walls, which are maintained at 
relatively cool temperatures. 

Due to the thermal boundary conditions imposed upon the 
enclosure, it is clear that three-dimensional effects will exist, 
since the front and back surfaces participate actively in the 
heat transfer process. The degree of heat transfer augmentation 
that may be attributed to three-dimensionality cannot be an
ticipated, however, since the enhancement associated with 
cooling at the front and back surfaces may be offset by the 
competing role of the hydrodynamic end effects in reducing 

coolant circulation (Mallinson and de Vahl Davis, 1977). The 
coolant convection is expected to be complex, with thermal 
stratification near the enclosure bottom, thermal destabiliza-
tion in the upper portions adjacent to the heated wall, and 
downflow at the front and back enclosure surfaces. Because 
the convective heat transfer rates cannot be anticipated, the 
objectives of this study are (i) to develop a numerical model 
to predict local and average convective heat transfer rates across 
the enclosure, (ii) validate the model by comparing its pre
dictions with experimental measurements, and (Hi) develop a 
heat transfer correlation for the system of interest. 

Mathematical Model 
The enclosure whose coordinate system and geometric pa

rameters are illustrated in Fig. 1 is considered here. An iden
tical, spatially uniform heat flux is imposed on the two large, 
parallel faces of a three-dimensional cavity of width B, depth 
D, and height H. The four isothermal enclosure faces adjoining 
the isoflux surfaces (front, back, top, and bottom) are main
tained at Tot leading to advection within the coolant (air). To 
determine the convection resistance between the heated sur
faces and the cool walls, the flow and heat transfer are assumed 
to be steady and laminar, and the Boussinesq approximations 
are presumed to be valid. Radiative transfer across the cavity 

Horizontal and vertical walls 
adjoining isoflux walls at given 
wall temperature, T0 

| - * B * ^ 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 1 Schematic of the physical system with imposed thermal bound
ary conditions and definition of coordinate system and geometric pa
rameters 
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is assumed negligible, although this mode may be important 
in many applications. It is noted that symmetry planes exist 
within the enclosure at x = B/2 and z = D/2. Nondimen-
sionalization of the governing equations reveals that the rel
evant dimensionless parameters are Gr*, Pr, and two enclosure 
geometric aspect ratios, H/B and D/B. Note that the isoflux 
plate separation, B, has been used as the characteristic length 
in Gr*. The two geometric parameters define the dimensionless 
height and depth of the system; a large value of H/B indicates 
a slender enclosure vertically, while a large D/B is associated 
with the limiting case of two-dimensional flow. 

The coupled partial differential equations governing trans
port of mass, momentum, and energy for laminar, three-di
mensional natural convection of a Boussinesq fluid are: 

Continuity: 

X-Momentum: 

dU_ dV dW 
8X+ dY+ dZ~° 

dUU dVU dWU 

~dX~ + l)Y+ dZ 
dP d2U d2U 

' dX+ dX2 + dY2 + 

d2U 

dZ2 

(1) 

(2) 

Y-Momentum: 

dUV dVV dWV 3P 
dX + ~d~V + dZ " ~ " " + 

d2V d2V d2V 

dY dXL a r dZ' 

Z-Momentum: 

dUW dVW dWW 
+ —TZT- + -dX 

Energy: 

due 

dY dZ 

dP 32W d2W 
+ 7 + 7-

dZ dX2 dY2 

+ Gr* 

d2w 
dz2 

(3) 

(4) 

eve dwe 
dx+ dY+ dz 

d2e 
dX1 dY1 dZ' 

d2e, 
+ -^2 (5) 

Two sets of boundary conditions were applied to Eqs. (1)-
(5). Exploiting the system symmetry about the planes x = B/ 
2 and z = D/2, and for the idealized conditions of Fig. 1, the 
boundary conditions are stated as: 

X= 0 U= V= W= 0, dd/dX= - 1 (6a) 
X=\/2: U=dV/dW=dW/dX=d6/dX=0 (6b) 
Y= 0, H/B: U=V=W=6 = Q (6c) 
Z = 0 : U=V=W=d = 0 (6d) 
Z=(D/2B): dU/dZ = dV/dZ=W=dd/dZ = 0 (6e) 

A second and different thermal boundary condition, which 
accounted for the conjugate nature of the transport along the 

isoflux wall, will be described in a later section dealing with 
model validation. In any case, it is noted that the flow and 
heat transfer were solved only for one quadrant of the enclosure 
bounded in part by the appropriate symmetry planes. 

The average Nusselt number may be expressed in terms of 
the temperature field using_the appropriate relation for uni
form heat flux surfaces, Nu = l/8„, where the average wall 
temperature is determined by 

„D/2fl r.H/B 

6(Y, Z)dYdZ (7) 
1 

(D/2B)(H/B) o Jo 

The governing equations and corresponding boundary con
ditions were solved with a control volume-based finite differ
ence scheme. The coupling between pressure and continuity 
was handled using the SIMPLER algorithm (Patankar, 1980). 
A nonuniform grid was used in all simulations. Lines forming 
x- and z-direction control surfaces were deployed according to 
x, = (B/2)[(i - l)//m a x]" and zk = (D/2)(k - 1)/A:max]" for 
(/, k) = 1, 2, ..., (;raax. &max)- ^-direction control surfaces were 
generated over half the vertical height of the cavity with the 
relation^ = (H/2)[(J - \)/Jud"iorj = 1 , 2 j 1 / 2 where 
2/1/2 - 1 is the total number of control surfaces in the y 
direction. The remaining half of the cavity height was discre-
tized such that the grid distribution was symmetric about y = 
H/2. In all simulations n = 1.5. Simulations were performed 
on a Convex C220 vectorizing supercomputer, and required 
approximately 800 iterations to achieve a converged solution. 
In general, lower Gr* predictions were used as input in the 
higher Gr* simulations. 

A preliminary study was performed to determine an ade
quate grid size to ensure grid-independent prediction of global 
quantities. Simulations were performed for Gr* = 106, H/B 
= 1.0, and D/B = 1.5 using 1:2x12x12, 22x22x22 , and 
32 x 32 x 32 grids. The predicted Nu for these grids were 8.105, 
8.387, and 8.447, respectively. Since (/') the difference in Nu 
between successive grid refinements is 3.5 and 0.7 percent, 
respectively and (//') the 32x32x32 simulations were signifi
cantly more costly than those associated with the intermediate 
grid, the 22 x 22 x 22 mesh was used in all simulations reported 
here. It is estimated that the predicted Nu are accurate to within 
5 percent; however, no claims are made with regard to the grid 
independence of predicted local quantities. 

Experimental Apparatus 
Due to the anticipated complexity of flow and heat transfer 

in the three-dimensional system, it was deemed necessary to 
perform experiments to validate the theoretical model outlined 

Nomenclature 

B = width of enclosure, Fig. 
1 

D = depth of enclosure, Fig. 
1 

Gr* = modified Grashof num
ber = gPq^/kv2 

H = height of enclosure, 
Fig. 1 

k = thermal conductivity 
n = grid deployment expo

nent 
Nu = local Nusselt number 

along heated wall = 
qtvB/k(Tw-T0) 

Nu = average Nusselt number 
= qwB/k(Tw-T0) 

P = dimensionless pressure 
= p/P(v/Bf 

Pr = Prandtl number = v/a. 
qw = convective heat flux im

posed along heated sur
faces 

T0 = temperature of cooled 
top, bottom, and front 
and back walls 

Tw = local heated wall tem
perature 

(U, V, W) = dimensionless velocities 
= («, v, w)B/v 

(X, Y, Z) = dimensionless coordi
nates = (x, y, z)/B 

a 
0 

e 

V 

p 

Subscripts 
i, J, k 

= thermal diffusivity 
= volumetric coefficient 

of thermal expansion 
= dimensionless tempera

ture = (7- - T0)/(qv/B/ 
k) 

= kinematic viscosity 
= fluid density 

= indices for x, y, and z 

max 
directions, respectively 
maximum 
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radiation and 
convection shield 

Fig. 2 Schematic of experimental test cell 

in the foregoing. Two enclosures, whose construction is illus
trated in Fig. 2, were fabricated to permit experimental study 
of the heat transfer over a range of H/B and Gr*. 

The top, bottom, and front and back (isothermal) walls of 
the enclosures were constructed of 6.4-mm-thick copper plates, 
which were silver-soldered at the corner joints and polished to 
reduce the radiative heat transfer across the enclosure. The 
height and depth dimensions of the two enclosures were iden
tical at H = 88.9 mm and D = 140 mm while the widths of 
the enclosures wereB = 12.7 and 102 mm, respectively. Thus, 
the aspect ratios of the two cavities were H/B = 7.0 and 0.87 
with corresponding D/B of 11.0 and 1.37. 

Thermally regulated water from a constant temperature bath 
was circulated through copper tubing, which was soldered to 
the exterior surface of the isothermal walls. The tubing was 
arranged with two independent, counterflow circuits to ensure 
wall isothermality. Wall temperatures were monitored with 
multiple thermocouples embedded in small holes near the in
terior surface of the copper walls and measurements revealed 
that the temperature of the cool surfaces was uniform to 0.1 °C. 
It should be noted that the coolant temperature was adjusted 
so that the average of the mean heated wall and cooled wall 
temperatures was near ambient, thereby minimizing heat trans
fer with the environment during data acquisition. The maxi
mum difference between the local heated wall and cooled wall 
temperature never exceeded 10°C, justifying use of the Bous-
sinesq assumption (Gray and Giorgini, 1976; Hamady et al., 
1989). 

The heated vertical walls were constructed of identical sheets 
of 0.051-mm-thick stainless steel shim stock. The sheet was 
cut slightly larger than the interior HxD dimensions of the 
enclosure to ensure air-tight conditions, and was clamped to 
the edges of the top and bottom copper walls using 12.7-mm-
square, 152.4-mm-long aluminum bus bars. The interior sur
faces of the shim stock were also polished to a high luster to 
minimize radiative transfer, while the contact between each 
bus bar and the shim stock was made with nickel-impregnated 
paint to insure good electrical contact. The shim stock was • 
electrically insulated from the copper walls with Teflon tape. 

Electrical power was supplied to both foil heaters by con
necting them in series to a d-c power supply stable to 0.1 
percent. The current was read from the digital display on the 
power supply, while the voltage drop across each foil was 
determined by probing with a voltmeter. Measurement of the 
voltage drop revealed that the heat flux on the two vertical 
sides was identical to within 6 percent. A preliminary estimate 
based on a simplified zonal analysis of the enclosure showed 

that the radiative contribution of the heat transfer was ap
proximately 7 and 12 percent of the Ohmic heat flux for the 
B = 12.7 and 102 mm test cells, respectively. 

Because of the test cell construction, optical access to the 
interior of the enclosure is impossible. To visualize system 
behavior, therefore, an infrared thermal imaging camera (In-
frametrics 600) was used to measure the temperature distri
bution to within a spatial resolution of 0.3 mm on the back 
side of the isoflux walls, which, due to the small wall thickness, 
is presumed to be identical to the corresponding interior tem
perature distribution. The back sides of the shim stock were 
painted flat black to maximize the signal of the emitted energy. 
The emissivity of the test surface was measured with the ther
mal camera to be 0.95 within the spectral range of the imaging 
system (8 /xm<X< 12 /xm). To minimize heat transfer with the 
surroundings, the isoflux walls were insulated with a com
posite, double sheet of aluminum foil with an intermediate 
stagnant air space. Heat transfer with the surroundings was 
estimated to be less than 10 percent of the imposed Ohmic 
heat flux. 

The experiment was allowed to come to steady state (4-6 h) 
before data were taken. To acquire data, the insulation was 
quickly removed from the test surface and approximately 5 s 
of radiometric data were collected using 1/30 s scans. Although 
prolonged exposure of the test surface to the laboratory sur
roundings induced significant temperature modification, ob
servation of the acquired infrared images showed that only 
minor changes in the wall temperatures occurred over the data 
capture interval. The thermal data were recorded on standard 
videocassette tape and were analyzed using a personal com
puter-based frame grabber board and commercial digital image 
processing software. Image averaging over 16 frames was em
ployed to minimize the effects of random noise. 

The experiments included investigations of the B = 12.7 
mm test cell under imposed heat fluxes from 10.7 to 150.7 W/ 
m2, corresponding to 1.23 X 103<Gr*<2.02 X 104. Imposed 
heat fluxes of 21.8 and 198.3 W/m2 for the B = 102 mm test 
apparatus yielded 1.11 x 107<Gr*<1.01 x 108. The Gr* 
range spanned conduction- to buoyancy-dominated transport. 
There was no experimental indication of oscillatory flow, tur
bulence, or asymmetry about z = D/2. 

Results and Discussion 

Model Verification. The model was validated in a quali
tative sense by comparing its predictions with experimental 
measurements. Despite using 0.051-mm-thick stainless steel 
shim stock as the heater material, however, significant con
jugate effects were present in the experiments. The influence 
of wall conduction was to smear the temperature gradients of 
the heated wall established solely by convection. Hence, the 
boundary conditions and solution procedure were modified 
slightly to include conjugate effects in this portion of the study. 

Attempts to account for conjugate effects through direct 
incorporation of the heat diffusion equation in the algorithm 
(by re-assigning thermophsyical properties and neglecting ad-
vective terms in Eq. (5)) failed because of the drastically dif
ferent thermal conductivites (£wan./£air>500). The modified 
solution procedure that proved successful was the following. 
The two-dimensional temperature distribution of the heated 
wall was initially estimated by solving the heat diffusion equa
tion with T0 imposed at all four boundaries, using a uniform 
volumetric energy generation corresponding to the Ohmic heat
ing in the foil (less the estimated radiative losses). The resulting 
temperature distribution was subsequently imposed in the three-
dimensional convection simulation in lieu of the thermal con
dition of Eq. (6a). Upon solution of the convective heat trans
fer, the predicted local convective heat flux was substracted 
from the guessed heat flux (energy generation) used in the 
conduction solution, and the heat diffusion equation was re-
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Fig. 3 Comparison of predicted and experimentally measured wall tem
perature distribution for (a) HIB = 7.0, DIB = 11.0, and Gr* = 1.23 x 
103, contour values (rw - ro)/(Tm„ - r„) = 0.32, 0.59, and 0.85, and (b) 
HIB = 0.87, DIB = 1.37, and Gr* = 1.11 x 107, {T„ - T0)l(Tmm - T0) = 
0.32, 0.63, and 0.93. Predictions and experimental data are joined at the 
cavity depthwise centerplane, z = DI2. 

solved. The global solution procedure thus consisted of iter
ation between (/) the two-dimensional conduction solution for 
the heated plate and (ii) the three-dimensional natural con
vection simulation for the enclosure. Upon convergence, there
fore, the Ohmic heat flux (less estimated radiative loss) was 
balanced by a conjugate redistribution of energy in the metallic 
foil and natural convection heat flux to or from the air inside 
the cavity. It is noted that this procedure conserves energy at 
both the local and global levels. 

Figure 3 shows a comparison between the measured and 
predicted wall temperature distribution for H/B = 7.0, D/B 
= ll.O.andGr* = 1.23 x 103, as well as H/B = 0.87, D/B 
= 1.37, Gr* = 1.11 x 107. Since thermal symmetry about z 
= D/2 was observed experimentally and imposed in the the
oretical predictions, the figure illustrates contours of predicted 
and experimentally measured wall temperature for only half 
of the heated surface. For both experiments, the predicted 
average wall temperatures are within 9 percent of the meas
urements; for the small Gr* case, the predicted and measured 
dimensionless average wall temperatures are dw = 0.75 and 
0.69 (7^,- T0 = 3.6 and 3.3°C), respectively, while the anal
ogous 8W values for the large Gr* experiment are 0.045 and 
0.043 (Tw-T0 = 3.9 and 3.7°C). It is noted, however, that 
significant differences exist between predicted and measured 
local wall temperatures. The predicted and measured maximum 
wall temperature differences, Tmax - T0, for the Gr* = 1.23 
X 103 case, were 6.5 and 5.0, respectively. Corresponding 
predicted and experimental values of Tmax - T0 for the Gr* 
= 1.11 x 107 experiment were 6.6 and 4.4. In all cases the 
maximum wall temperature was overpredicted by the theoret
ical model. This is attributed to (j) simplified treatment of the 
radiative transport, (ii) contact resistance between the heated 
foil and the cooled walls, (Hi) lateral conduction in the insu
lating aluminum foil, and (iv) possibly grid-dependent pre
dicted local quantities. As such, the experimental and predicted 
isotherms presented in Fig. 3 are of different value. Specifi
cally, the predicted and experimental contour values are plotted 
for identical values of (T„ - T0)/(Tmax - T0) indicated in the 
figure caption. 
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Fig. 4 Variation of predicted local Nusselt number for Gr* = 106, HID 
= 2/3: (a) HIB = 1, (b) HIB = 2, (c) HIB = 4, and (d) H/B = 8 

Despite the model's failure to predict local temperatures 
quantitatively, the qualitative comparison between measure
ment and local prediction is considered to be good, as is the 
quantitative agreement in average wall temperatures presented 
previously. It is noted that the ratio of wall convective heat 
transfer to total Ohmic dissipation, Qcom/Qohm, gives an in
dication of the magnitude of the conjugate heat transfer in the 
heated wall. The QConv/Qohm ratios for the small and large Gr* 
experiments were predicted to be 0.083 and 0.25, respectively, 
indicating that lateral conduction in the metallic foil was dom
inant in the experimental study. 

As evident in Figs. 3(a) and 3(i>), maximum temperatures 
exist near the center of the heated wall, with cooler temper
atures confined to regions near the isothermal surfaces. Note 
that even for this relatively small Gr*, the influence of buoy
ancy-induced flow and heat transfer is evident with an upward 
displacement of the maximum temperature from the center of 
the domain. A comparison of Figs. 3(a) and 3(b) shows that, 
as expected, the location of the maximum wall temperature is 
shifted upward as Gr* increases. 

Parametric Numerical Study. Simulations were performed 
to investigate the flow and heat transfer over a range of the 
governing dimensionless parameters in order to discern changes 
in and correlate the system thermal response. Since the ob
jective is to correlate the system's thermal behavior, conjugate 
effects and radiative transport were neglected here. Predictions 
were made in ranges 102<Gr*<107 , 1.0</7/fi<8.0, and 
1.5<Z)/£<12.0 for a Pr = 0.71 fluid. Additionally, asymp
totic results, for Gr* —0 and H/D— oo were generated by solv
ing the pure conduction problem and the two-dimensional 
natural convection problem, respectively. The range of di
mensionless parameters selected for study was motivated by 
applications of engineering relevance (typical circuit board ar
ray dimensions). 

Figure 4 shows the predicted Nu distributions for Gr* = 
106, H/D = 2/3, and H/B = 1, 2, 4, and 8. Strong variations 

Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 5 Predicted U-Vvelocity vectors (left), IVvelocity contours (mid
dle), and isotherms (right) for H/B = 2, DIB = 3, and Gr* = 106: (a) 
z/(D/2) = 0.058, (b) z/(0/2) = 0.125, and (c) z/(D/2) = 0.585 

in Nu are most evident near Z = 0, while the local heat transfer 
over the central depthwise two-thirds of the heated wall is 
nearly independent of Z. As was evident in Fig. 3, the lowest 
temperatures (highest Nu) are confined to a narrow region 
near the cooled walls. The highest temperatures (minimum Nu) 
are displaced upward from the center of the heated wall due 

1 0 0 1 ; ' ' """I '"I ' ' •'••'! i i mii| 1 I I I I I I I I i i i . . ; . | I . . I . I I | 
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Fig. 6 Predicted variation of Nu with Gr* and H/B for HID = 2/3 and 
Pr = 0.71 

to the buoyancy-induced fluid motion, and the location of the 
minimum Nu rises with increasing H/B. Note that the relatively 
coarse grid used is unable to accurately resolve the wall tem
perature gradients for the H/B = 8 case (Fig. Ad). 

The predicted flow and thermal structure for the Gr* = 106, 
H/B = 2, D/B = 3 case (Fig. Ab) is illustrated in Fig. 5. The 
flow patterns at three depthwise X- Y planes are presented in 
the two leftmost panels as U- V velocity vectors and contours 
of the W-velocity component, respectively. The magnitudes of 
the maximum U-V velocity vectors of Figs. 5(a), 5(b), and 5(c) 
are, respectively, 218, 178, and 195. The W -̂velocity contours 
are referenced to the W = 0 value; each contour is at an 
increment of AW = 20, 30, and 25 at z/(D/2) = 0.058,0.125, 
and 0.585, respectively. The isotherms of the rightmost panel 
are equally spaced between T0 and the predicted maximum 
temperature in each plane. The maximum temperatures are 
0max = 0.221, 0.266, and 0.285 for the three planes shown. 

As implied by inspection of the U-V velocity vectors, the 
flow is seen generally to rise along the heated wall and fall 
near the cooled front surface due to buoyancy and along the 
cavity midplane as required by conservation of mass. Near the 
vertical corner formed by the cooled and heated wall at X = 
0, the rising fluid near the heated wall and the falling fluid 
near the cooled wall experience a complex shear interaction 
with resulting mixing. Thermal stratification is evident near Y 
= 0 while thermal destabilization exists near Y = H/B. The 
W-velocity contours illustrate the complexity and importance 
of the three-dimensional flow in the cavity as the maximum 
PK-velocity is nearly half that of the maximum U- V vector 
magnitude. A strong horizontal flow component is observed 
moving toward the vertical isothermal wall at Z = 0 in the 
upper part of the enclosure, while the lateral flow in the lower 
part is directed toward the enclosure depthwise centerline, z/ 
CD/2) = 1. It is clear that three-dimensional motion exerts 
significant influence on the transport in the enclosure. 

The variation of Nu with Gr* and H/B for H/D = 2/3 is 
illustrated in Fig. 6. Also shown is the corresponding two-
dimensional system behavior (H/D-~0) generated using a model 
similar to the three-dimensional model described here. The 
data show clearly the influence of_the three-dimensional flow 
on the transport since the actual Nu are significantly higher 
than the corresponding two-dimensional predictions, differing 
by a factor of two at low H/B. In addition, the predictions 
asymptote to a constant Nu for Gr* —0. These asymptotic 
conduction solution Nusselt numbers, predicted for the buoy
ancy-free system, are noted in the figure for both two-dimen
sional and three-dimensional simulations. Interestingly, the 
destabilizing influence of buoyancy occurs at smaller Gr* for 
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the larger H/B enclosures. The most slender enclosure inves
tigated, H/B = 8.0, is clearly influenced by buoyancy-driven 
fluid motion even at Gr* = 10, whereas Nu for the H/B = 
1.0 configuration deviates from the pure conduction results 
by only 1 percent at Gr* = 104. 

The Nu predictions were correlated using a least-squares 
regression for H/D = 2/3 yielding 

Nu = 0.87 (Gr*)0ll(H/B)-°-85 (8) 

Equation (8) reflects all predicted results with an average and 
maximum error of 5.0 and 15.0 percent, respectively over the 
range 104<Gr*<107 and 1.0<///5<8.0. The relatively high 
errors are attributed to the multiplicity of length scales in the 
system. As expected, the 0.17 exponent on Gr* is not signif
icantly different from the Nu~(Gr*)02 relationship found for 
natural convection from a vertical plate with isoflux wall heat
ing (Sparrow and Gregg, 1956). 

Conclusions 
Natural convection in an enclosure with imposed uniform 

heat flux on two vertical walls and constant temperature along 
the adjoining four walls has been investigated both experi
mentally and theoretically. Experimental results were used to 
validate a numerical model based on the solution of the full 
three-dimensional equations of motion and energy. The model 
predictions reveal strong three-dimensional flow, with the 
highest local heat transfer coefficient occurring at the edges 
of the isoflux wall, and nearly constant local Nusselt number 
over the central portion of the heated walls. Average heat 
transfer results were correlated for use in engineering design 
situations. 
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Natural Conwection Heat Transfer 
From a Plate in a Semicircular 
Enclosure 
In the subject geometry, a long thin plate at uniform temperature is contained co-
axially and symmetrically in a long semicircular trough closed at the top and having 
a uniform but different temperature. Heat flows across the air-filled region between 
the two by both natural convection and gaseous conduction. The problem of char
acterizing the free convective component of this heat transfer—that is, the component 
caused by bulk fluid motion—is treated experimentally by using a heat balance 
technique, with the measurements being repeated at different pressures, in order to 
cover a wide Rayleigh number range, from Ra « 10 to Ra » l(f. Nusselt number 
versus Rayleigh number plots are presented for each of several combinations of 
plate-to-trough spacing and tilt angle, and the plots are correlated by equations. 
The problem of characterizing the conductive component is treated by numerically 
solving the steady diffusion equation in the air-filled region, and the results are 
correlated as a function of the spacing and the plate thickness. 

Introduction 
Natural convection heat transfer across a two-dimensional 

region between two isothermal bodies, one of which envelops 
the other and each at a different temperature, arises in many 
situations of practical interest and has been the subject of 
several past investigations. An important special case, namely 
convection in the region between two concentric or eccentric 
cylinders, was studied extensively in the past (Kuehn and Gold
stein, 1976a, 1976b, for example, have summarized much of 
this work). Only a very few studies, however, have reported 
on body shapes other than circular. Among these has been the 
work of Singh and Liburdy (1986), who studied the convective 
heat transfer from a flat plate in a circular enclosure. 

The present paper is about characterizing the two-dimen
sional convective transfer across the air-filled region between 
a flat plate and a semicircular cylindrical enclosure, as shown 
in Fig. 1. This particular problem has arisen in the design of 
a concentrating solar collector of the low concentration ratio, 
nonimaging, nonevacuated kind (Rabl, 1985; Hollands et al., 
1989). In this application, the inner plate represents the solar 
absorber, the curved surface of the enclosure represents the 
reflector, and the flat part of the enclosure represents the 
glazing across the aperture. Natural convection is the dominant 
mechanism for heat loss from the absorber plate to the enclo
sure. For modeling purposes, plate and enclosure are both 
treated as uniform in temperature. 

Dimensional analysis can be used (Moore, 1989) to show 
that the Nusselt number, Nu, i.e., the dimensionless heat trans
fer by conduction and convection (see Nomenclature), is a 
function of four dimensionless groups, as follows: 

Nu = Nu(Ra, Pr, 8, a, T) (1) 
where the Rayleigh number, Ra, is based on the length, H, of 
the plate (see Nomenclature), Pr is the Prandtl number of the 
fluid, <T = S/H'is the nondimensionalized spacing between the 
plate and the semicircle (assumed the same at each end of the 
plate), 6 is the angle of inclination of the plate from the vertical, 
and T = t/H is the dimensionless plate thickness. This paper 
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Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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presents an experimental determination of the convective com
ponent of this relationship for Pr ~ 0.7 (its value for air) and 
for T = 0.037, covering the following range of the other rel
evant parameters: 10 < Ra < 108, 0.042 < a < 0.091, and 
0 < 6 < 7r/2. The conductive component, that is, the limit 
of Nu as Ra — 0, was determined by numerically solving the 
steady diffusion equation. The details of the latter analysis are 
contained in the appendix. 

Experiment 
An experimental model of the subject geometry, sketched 

in exploded view in Fig. 2, was constructed in copper and 
instrumented for temperature and heat flow measurements. 
To make the results of the measurements on the model ap
plicable over a wide Rayleigh number range and to permit the 
radiative transfer to be more readily separated out, the meas
urements were conducted with the model inside a vessel of 

Enclosure 

Fig. 1 Cross-sectional sketch defining the geometry of the problem 
under consideration; a long thin plate is located centrally in a long 
semicircular trough closed at the top 
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Fig. 2 Exploded view of the apparatus 

variable pressure (Hollands, 1988). The Rayleigh number could 
then be varied by repeating the experiment at various pressure 
settings. 

The model's semicircular enclosure was 1.13 m long by 248 
mm in diameter and made up in two parts: a "trough" and a 
flat cover. Both had tubes soldered to their outside surfaces, 
so that by circulating water from a constant temperature bath 
(set at about 25°C), through the tubes at a sufficient rate, one 
could maintain both at the same uniform temperature. The 
plate, located centrally inside this enclosure, consisted of three 
parts: two identical end plates and a central "heater" plate. 
The end plates contained integral passages so that when water 
from another constant-temperature bath (set at about 35 °C) 
was passed through these passages, the two end plates would 
together take up the same uniform temperature, different from 
the enclosure temperature. The heater plate had an electrical 
heater embedded in it. By varying the power supplied to the 
heater, the temperature difference between the heater plate 

and the end plates could be adjusted to be very nearly zero, 
creating a situation in which there is almost no heat transfer 
between the heater plate and the two end plates. Under this 
condition virtually all the (measured) electrical power into the 
heater plate passes as heat from the heater plate to the semi
circular enclosure. After subtracting away the radiative com
ponent of this heat rate and dividing by the heater plate length, 
one obtains the plate heat transfer per unit length, for sub
stitution into the Nusselt number. 

The various copper bodies were each designed to take up a 
uniform temperature during the experiment. Both the semi
circular trough and its flat cover were made from 1.22-mm-
thick copper sheet with 3.18 mm o.d. copper tubes soldered 
to the outside surfaces at a 65 mm center-to-center spacing. 
Fin-type and energy balance calculations showed that, at the 
design flow rate of water circulation, the overall variation in 
the enclosure temperature should not exceed 1 percent of the 
overall design temperature difference between plate and en
closure. Semicircular 1.22-mm-thick copper caps were placed 
at each end of the enclosure to close the cavity. 

The end plates on each side of the heater plate had channels, 
3.2 mm wide, milled into them to accommodate the 3.18 mm 
o.d. copper tubes, which were then pressed into the channels 
to form the plate's integral passages. The rest of the channel 
space was filled with soft solder, so that, after being machined 
to its final 4.2 mm thickness, each end plate presented a smooth 
flat surface to the outside world. The channels and tubes ran 
straight, at 14 mm centers, except for U-bends at one end of 
the plate (the end that abuts the heater plate). At the opposite 
end of the plate the tubes were connected to common headers. 

The heater plate measured 114 mm wide, 152 mm long, and 
4.2 mm thick. It had a 1028-mm-long nichrome wire (the elec
trical heater) embedded info it, the wire running in a serpentine 
fashion with a spacing between turns of 19 mm. The wire ran 
in a groove that had been machined into the plate, high-con
ductivity epoxy resin being used to fill the rest of the groove. 
Following this, the plate was polished to a smooth finish. 

A nylon spacer, 5 mm wide and of the same thickness and 
height as the heater plate, was inserted between the heater plate 

Nomenclature 

b = parameter used in fitting 
NuC]W as a function of N, 
according to Eq. (A-l) 
calibration constant for 
thermopile, W//iV 
diameter of semicircle 
(Fig. 1), m 
thermopile emf ,uV 
acceleration of gravity, 
m/s2 

heat transfer coefficient, 
per unit length, between 
plate and enclosure at 
low-pressure condition, 
W / m K 
height of plate (Fig. 1), 
m 
heater plate current, A 
thermal conductivity of 
fluid, W/m K 

Kh K, = fitting parameters in Eq. 
(2) 
length of heater plate in 
horizontal (or axial) di
rection, m 

C„ = 

D = 

hi„ = 

H = 

I 
k 

L = 

Nu,. 

tn, n = fitting parameters in Eq. 
(2) 

N = number of control vol
umes used in numerically 
solving for Nuc 

Nu = Nusselt number = q/ 
kAT 
conduction Nusselt num
ber, i.e., Nu when fluid 
is stationary 
NuCi0 as calculated in a 
numerical solution of the 
steady diffusion equa
tion, using N control vol
umes 
Nuc when T = 0 
parameter used in fitting 
NuCiN as a function of N, 
according to Eq. (A-l) 
gas pressure, Pa 
Prandtl number = v/a 
convective/conductive 
heat transfer from the 
plate per unit length in 
the horizontal (axial) di
rection = Q/L, W/m 

NuCi0 

P 

P 
Pr 

Q 

Ra 

S 

t 

T2 

Tm 

AT 
V 

a 

P 

e 
V 

a 
T 

= convective/conductive 
heat transfer from plate 
over length L, W 

= Rayleigh number = 
g|3A77/Vro 

= width of spacing between 
ends of plate and the 
semicircular enclosure 
(Fig. 1), m 

= thickness of plate (Fig. 
1), m 

= temperatures of plate and 
semicircle, respectively, K 

= (Tl + T2)/2, K 
= Ti-T2, K 
= heater plate voltage, V 
= thermal diffusivity of 

fluid, m2/s 
= volumetric thermal ex

pansion coefficient of the 
fluid, K"1 

= angle of tilt of plate from 
vertical (Fig. 1), rad 

= kinematic viscosity of 
fluid, m2/s 

= S/H 
= t/H 
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and each end plate, keeping these plates separated by a constant 
spacing. The purpose of the spacers was to provide some in
sulation between the heater plates and the end plates; since it 
is never possible to make these plates exactly equal in tem
perature, there will always be some heat flow between them. 
To measure this residual heat flow, four thermocouple junc
tions were attached to each spacer's face adjacent to the heater 
plate, and another four were attached to the face adjacent to 
the end plate. The thermocouples were connected in thermopile 
to give a sensitive measure of the temperature difference across 
the spacer, which was proportional to the heat flow through 
the spacer. A second thermopile was similarly connected around 
the other spacer, and the two piles were connected in series, 
so that their combined emf measured the heat transfer through 
both spacers, i.e., the heat flow between the heater plate and 
the end plates. The coefficient of proportionality Ce between 
the combined emf and this heat flow was determined in a 
calibration procedure, in which the heater plate temperature 
was kept equal to the enclosure temperature, so that all of the 
electrical power had to go through the spacers as heat flow. 
Thus by varying the end plate temperature, one can obtain a 
graph of spacer heat flow (i.e., electrical power) versus emf, 
and from such a graph, the proportionality constant was in
ferred. In subsequent measurements of the heat flow, the elec
trical power was corrected for the heat flow through the 
spacer—determined from the proportionality constant and the 
thermopile emf—to obtain the heat flow at the outer face of 
the heater. This correction never exceeded 2 percent of the 
measured power. 

To determine the radiative heat transfer from the heater 
plate, the plate heat transfer was measured with the vessel 
pressure low enough that the Rayleigh number is sufficiently 
low for convection to be unimportant. This measured heat 
transfer was therefore known to be by conduction and radia
tion only. Its value was then divided by the overall temperature 
difference AT between the plate and the enclosure to obtain a 
"low-pressure" heat transfer coefficient hip across the cavity. 
The conductive component of htp was calculated using the 
results of a numerical solution of the steady diffusion equation, 
which had determined the conduction Nusselt number (see the 
appendix), and assuming the air's thermal conductivity is equal 
to its value at atmospheric pressure (see later). Subtracting this 
calculated conductive component from hlp yielded the radiative 
heat transfer coefficient. This coefficient, being independent 
of the pressure, was then used to calculate the radiative transfer 
at higher values of the Rayleigh number. For this radiative 
correction technique to work, it is essential that there be no 
convection at the low-pressure condition, and also that the 
pressure there is not so low that the air's thermal conductivity 
departs significantly from its atmospheric value. That these 
conditions had been achieved was assured by finding a pressure 
range (or "window") over which the heat transfer is insensitive 
to pressure (either convection or rarefied conduction would 
change with pressure), and then locating the "low-pressure 
condition" inside that window. A suitable window was found 
for every setup, its typical range being from 200 to 3000 Pa. 
This range roughly corresponds to a Rayleigh number range 
of 100 to 1300, and a Knudson number2 range of 0.003 to 
0.001. This observed pressure window range is roughly what 
one would expect: based on experience in other free convection 
problems, one would expect convection to commence when 
the Rayleigh number is greater than about 1000, and rarefied 

2In this Knudson number (Kn = Q/L, where Q is the mean free path), the length 
dimension L was taken equal to spacing S, because rarefied effects would first 
occur at the smallest spacing. The equation (Kaganer, 1969) k = kol{\ + 3.7 Kn) 
can be used to calculate the effect of pressure of pressure on thermal conductivity 
k; here ko is the atmospheric pressure value and k is the value at the pressure 
in question. (This equation assumes an accommodation coefficient of 0.95.) 

conduction effects normally begin when the Knudson number 
is greater than about 0.003 (Kaganer, 1969). 

The overall temperature difference ATbetween the plate and 
the enclosure was measured by means of a thermopile con
taining five copper-constantan junctions embedded in the heater 
plate and five in the enclosure (three junctions on the trough, 
and two on the cover). The mean T„, of the plate and enclosure 
temperatures (required for converting this thermopile emf into 
a temperature difference and for evaluating the properties of 
air) was measured by averaging the readings of mercury-in-
glass thermometers immersed in the constant temperature 
baths. (Heat losses from the insulated piping connecting baths 
to the model had been shown to be small.) The vessel pressure, 
which varied from 100 Pa to 1 MPa, was measured using a 
variable capacitance diaphragm transducer. 

A series of measurements at each of five values of the angle 
6, namely, 0, 30, 45, 60, and 90 deg, was performed at each 
of three values of the spacing S, namely, 4.78, 7.95 and 10.35 
mm. (The different values of 5 were achieved by changing the 
diameter of the trough; the same plate was used for all tests.) 
Each series of measurements started with the low-pressure 
measurements at which the radiative heat transfer coefficient 
was evaluated for that geometry. These tests generally fell in 
the pressure range of from 1 to 3 kPa. Following this, the 
pressure was increased in steps of about 40 percent of the 
current pressure, heat transfer and temperature measurements 
being repeated at each pressure setting, until the maximum 
allowable tank pressure of 1 MPa was reached. All the required 
steps were performed automatically by a microcomputer. To 
measure the heat transfer, the power required to make the 
heater plate and the end plate temperatures essentially equal 
and steady had to be found. This was done by microcomputer, 
which was programmed to change the supply voltage to the 
heater, from an upper to a lower bound, whenever the emf 
from the nylon spacer thermopile changed sign. The upper 
and lower bounds of the voltage supply variation were grad
ually altered until the required power was found, the decision 
for altering the voltage bounds being based on the ratio of 
times spent at each voltage setting. Once the correct power 
had been found, a 20 min. "test period" was entered into 
during which the microcomputer measured /, v, AT, e, T,„, 
and p at repeated intervals, and then averaged the results. 

The 95 percent uncertainties in the Nusselt number and the 
Rayleigh number were calculated by the method described by 
Moffat (1988), using Eqs. (20), (21), and (25)-(27) of his paper. 
Details are given by Morrison (1990). The measured quantities 
X\. . . Xi0 entering into Nu and for Ra are listed in Table 1, 
together with the bias limit B, of each measurement. The quan
tities represented by the first six entries in the table (i.e., Xh 

i = 1-6) were measured about 250 times over the 20 min test 
period used, and averaged to produce one experimental Nu, 
Ra point. Then the precision index S; of the mean of each was 
calculated, using Eqs. (20) and (21) of Moffat (1988). Since 
the precision index varied somewhat, it is not possible to give 
a single value for each X,; Table 1 presents maximum observed 
value of Si or, more precisely, its ratio to B,. Generally Sj << 
Bj, so that the precision index of these measurements did not 
contribute appreciably to the uncertainty Urn Nu or Ra. The 
remaining four measured quantities (Xh i = 7-10) were pre
sumed to have no precision index, as they were fixed for the 
experiment, the random error in their measurement having 
been "fossilized." The bias error in htp was assumed to be 
equal to the uncertainty U in this quantity, this U having been 
calculated in the same way that the uncertainty in Nu or Ra 
was calculated; that is in the manner described in this para
graph. The same is true of Ce. Note that the measured quan
tities entering into the calculation of hjp and Ce are common 
to those used in determining Nu, so their values of Bt and S,-
are already included in Table 1. The computer program used 
to calculate Nu and Ra also printed out the 95 percent uncer-
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Index 
i 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

Table 1 

Quantity 
x\ 

I 

V 

AT 

e 

Tm 

P 

L 

H 

C, 

K 

Unit 

A 

V 

K 

p.V 

K 

Pa 

m 

m 

WIvV 

WlmK 

Errors in measured quantities, x( 

Normal Value 
of A; or 
Experimental 
Range of Xi 

0.2 < / < 1.0 

1 < v < 6 

7 < A7"< 15 

1 < e < 10 

295 < Tm < 315 

P < 104 

104 < P < 105 

P > 105 

0.152 

0.114 

3.5 xlO"1 

0.3 < h,p < 0.4 

Bias Limit 

0.0017/ 

0.00015V + .0001 

0.1 

4 

0.1 

v / ( 5 x l 0 - , P ) : ! + 1 . 0 4 2 

v / ( 5 x l c r 4 P ) 2 + 8 2 

^/(5xlO-*P)2+80 a 

2.5 xlO"4 

2.5 xlO"1 

1 x 10"5 

0.005 

Precision 
index ^ 
Bias Limit, 

< 1 0 2 

< 10'2 

< 0.006 

< 0.025 

<0.06 

< 0.003 

< .05 

< 0.16 

CO 

E 

CO 
CO 
CO 

- 1 0 : 

1 0 , 

TTTJJ—i i 11i i i i |—n 

cr = 0.042 
0 = 0 

TIT] 1 ! I l l t l l | TTT 

9° 

ID ^ $tf?) • « ! < 
ooooo AT = 7.5 C 
O O D O Q AT = 1 0 . 0 C 
o « o oo AT = 1 4.5 C 

I—I I l l l l l l l—I I I Imil I I m i l l l I I I m in i I I m m 

10 1 0 2 1 0 3 1 0 ' 1 0 s 1 0 " 1 0 7 1 0 " 1 0 " 
Rayleigh Number 

Fig. 3 Nusselt number versus Rayleigh number plate for a = 0.042 and 
6 = 0, using three different settings for the temperature difference AT. 
That the data for different values of AT overlap verifies the dimensional 
analysis and checks the soundness of the experimental method. 

tainties Uin each of the measurements. The uncertainty in Nu, 
so calculated, varied from 2.5 percent at the conduction limit, 
to 1.7 percent at the highest Rayleigh number. The uncertainty 
in Ra was approximately 2.3 percent for all Ra. 

Results 
To validate the apparatus, a series of measurements were 

conducted with fixed values of angle 6 and spacing S, but with 
different values for the temperature difference AT. To allow 
a true comparison, care was taken to ensure that the Rayleigh 
numbers for the different AT values lay very close to one 
another. The results are shown in Fig. 3, which plots Nusselt 
number versus Rayleigh number for a = 0.042, 6 = 0, and 
three values for AT, 7.5°C, 10°C, and 14.5°C. If the dimen
sional analysis is correct and if the experimental method is 
sound, the results should lie on top of each other, which indeed 
they do, within experimental error. 

The complete set of results is given in Fig. 4, which shows 
Nu versus Ra plots for all combinations of a and 6. For fixed 
values of the other variables, the heat transfer almost every
where decreases with increasing 8, the most pronounced effect 
of 8 being observed at high Rayleigh number and at values of 

10 10 2 10 3 10 ' 10 5 10 6 10 ' 10 B 

Rayleigh Number 
Fig. 4 Full set of results plotted in the form of Nusselt number versus 
Rayleigh number 

100 Til I I l l l l l l l rmrf 

oooo a-
• • • • O" 

= 0.042 
= 0.070 
= 0.091 

10 10 2 10 3 10 ' 10 5 10 
Rayleigh Number 

10 7 10 

Fig. 5 A replot of Fig. 4, better showing the effect of spacing parameter, 
a = S/H 

6 from 60 to 90 deg. To show better the effect of spacing, 
some of the data are replotted in Fig. 5 in a different format. 
Spacing is seen to have a pronounced effect at low Rayleigh 
number, where the heat transfer is dominated by conduction, 
but it has essentially no effect at high Rayleigh number, where 
convection dominates. 

Correlation of Results 
Examination of the slopes of the logarithmic plots shown 

in the figures reveals a nearly 1/4 power law dependence of 
Nu on Ra, at Ra around 106, and that for large values of Ra, 
the slope increases, approaching 1/3. Also, the heat transfer 
is obviously controlled by conduction at low Rayleigh numbers. 
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Guided by these observations and by the form of correlation 
equation found useful by Hassani and Hollands (1989), we 
decided to attempt to fit the data by the equation form: 

Nu = (Nil? + [(K, Ra1/4)'" + (K, Ra173)"']"'"')[/n (2) 

where Nuc is the conduction Nusselt number, and m,n,Kt and 
K, are parameters that will depend on a and 6. The equation 
uses a Churchill-Usagi relation to interpolate between the var
ious regimes. The parameters were found by an heuristic proc
ess. First, by fitting power law curves to the high Rayleigh 
number data over two appropriate ranges, values were found 
for Kt and K,. Fortunately, the Nu c term does not contribute 
appreciably in Eq. (2) when the Rayleigh number is high, thus 
m could be found by fitting the data at high Rayleigh number 
to Eq. (2) with Nu c = 0. Finally, n was determined by fitting 
all the data to Eq. (2). This process was repeated at each 
combination of a and 6, and the resulting parameter values 
are given in Table 2, which also shows the rms average and 
maximum deviations for the data from Eq. (2) with the pa
rameter values as given in the table. The next step was to relate 
the parameters to a and 6 by means of equations. This was 
done by simply plotting the functions and from observing the 
form of the dependence, guessing an appropriate functional 
form, with appropriate constants. The constants were then 
determined from least-squares fits. This process resulted in the 
following equations: 

K, = 0.24 cos 0-0.60 <j + 0.71 (3) 

K, = 0.06 cos 0 + 0.16 (4) 

m = 6.0 + 0.044o-~1-8 (5) 

and finally, 

n = 2.1 + 18.4(7 (6) 

Equations (2)-(6) fit the data with an rms deviation of 2.5 
percent and a maximum difference of 4.1 percent. 

Conclusions 
Equations (2)-(6) are recommended for determining the nat

ural convection heat transfer across the subject cavity for the 
range of variables: Ra < 108, 0 < 6 < ir, and 0.042 < a < 
0.091. While these equations were derived with a fixed value 
for dimensionless plate thickness T = 0.037, it is felt that the 
effect of T on the natural convection component of the heat 
transfer should be small, and hence that the equation should 
be valid for 0 < T < 0.037, although no supporting evidence 
is provided here. The conductive heat transfer, characterized 
by the conductance Nusselt number Nuc in Eq. (2), should be 
given closely by Eq. (A-2) and (A-3). Nuc will definitely be a 
function of r, and this dependence should be closely modeled 
by Eq. (A-3). 
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A P P E N D I X 

The conduction Nusselt number Nu .̂o for a zero thickness 
plate (/ = 0 in Fig. 1) was first determined by numerically 
solving the two-dimensional diffusion equation in the planar 
region shown in Fig. 1, with the appropriate boundary con
ditions. Because the region is symmetric about a plane running 
down the center plane of the plate, only one half of the region 
needed to be subjected to analysis, the plane of symmetry being 
made adiabatic in the region between the plate and the semi
circle. Following a polar coordinate system, the region was 
discretized into /Vcontrol volumes; that is, the control volumes 
were bounded by lines of constant values for the radial co
ordinate r and by lines of constant values of the angular co
ordinate 6, of a polar coordinate system centered at the 
intersection of the plane of symmetry and the flat part of the 
semicircle (i.e., at the point marked 0 in Fig. 1). The number 
Nr of divisions for the radial coordinate was made nearly equal 
to the number Ne of divisions for the angular coordinate, the 
total number of control volumes then being N=NexNr. The 
discretized form of the diffusion equation in polar coordinates 
(see Patankar, 1980) was solved, using a diagonal matrix solver, 
for the temperatures at the nodal points of the control volumes. 
The heat transfer from the one side of the plane was then 
calculated from a discretized form of Fourier's law, numeri
cally integrated along the length of the plate, and the result 
was converted into a conduction Nusselt number Nujfo as es
timated by the current value of N. The values of Nu^0 so 

calculated were then plotted against the number N of control 
volumes, covering a range of TV values typically running from 
500 to 7000. The resultant plot was found to. be closely fitted 
by the equation 

Nu^0 = Nuc0 +bN~p (A-l) 

where Nuc,0, b, and p were constants chosen to fit the plot 
most closely, being those that minimized the sum of the squares 
of the differences between the left and right sides of Eq. (A-
1). Once the value of p had been so obtained, a standard linear 
regression analysis was entered into to refine the estimate for 
NuCi0 and to determine the limit of error of this estimate, at 
the 95 percent confidence level. 

The process was repeated for various values of a, and the 
results are tabulated in Table 3. At each setting for a, the 
uncertainty in Nu was found to be essentially the same, and 
closely equal to 0.1. The equation 

Nuc,0 = 3.48 a-0-3 (A-2) 

was found to fit the tabulated data to within 2.5 percent when 
0.04 < a < 0.35. 

A lower-bound estimate for the heat transfer over the finite 
area of thickness t at the two ends of the plate can be obtained 
by assuming one-dimensional heat transfer across the region 
between the ends and the semicircle, giving an additional Nus
selt number equal to 2t/S, which must be added to the Nu c 0 

calculated as above for f = 0, so that the total conduction 
Nusselt number Nuc is estimated as 

Nuc = Nuc,0 + T/ff (A-3) 
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Turbulent Free Convection Heat 
Transfer to Drag-Reducing Fluids 
From Arbitrary Geometric 
Configurations -
The problem of turbulent free convection heat transfer from curved surfaces to 
drag-reducing fluids has been investigated using the Nakayama-Koyama solution 
methodology. The surface wall temperature is allowed to vary in the streamwise 
direction in an arbitrary fashion and calculations are carried out for the turbulent 
free convection about the horizontal circular cylinder and the sphere for the sake 
of illustration. 

Introduction 
A number of research workers, such as Colburn and Hougen 

(1930), Eckert and Jackson (1950), Bayley (1955), Fujii (1959), 
Kato et al. (1968), Cheesewright (1968), Kutateladze et al. 
(1972), Mason and Seban (1974), Papailiou and Lykoudis 
(1974), Cebeci and Kahttab (1975), Noto and Matsumoto 
(1975), Plumb and Kennedy (1977), Lin and Churchill (1978), 
George and Capp (1979), Thomas and Wood (1979), Ruck-
enstein and Felske (1980), Kawase and Ulbrecht (1984), and 
Nakayama and Koyama (1985) have made attempts to analyze 
the turbulent free convection heat transfer problem in New
tonian fluids. However, the same is not the case for non-
Newtonian fluids as mentioned in the review articles by Shenoy 
(1986a, 1988) and Irvine and Kami (1987). In turbulent fluid 
flow, the importance of the drag reduction phenomenon re
sulting from the addition of minute quantities (in parts per 
million of certain additives) need not be emphasized here, as 
it has been the subject of a number of comprehensive reviews 
(Lumley, 1969,1973; Patterson etal., 1969; Gadd, 1971; Darby, 
1972; Hoyt, 1972; Landahl, 1973; Virk, 1975; Sellin et al., 
1982a; Shenoy, 1984; Berman, 1986; Wilson, 1988; Singh, 
1990). Despite the tremendous interest in the field of drag 
reduction, the only theoretical works on the effect of buoyancy 
on heat transfer during turbulent flow of drag reducing fluids 
are those of Ghosh et al. (1985) and Shenoy (1987). Ghosh et 
al. (1985) have provided an expression for predicting the heat 
transfer rate from a vertical flat plate but only under maximum 
drag reducing conditions while Shenoy (1987) has dealt with 
the flow inside vertical pipes. Thus, there is no analysis covering 
the external flow situation for different geometric shapes for 
mildly elastic drag-reducing fluids not necessarily flowing un
der maximum drag-reducing conditions. 

In the present paper, we extend the Nakayama and Koyama 
(1985) solution method for Newtonian fluids so as to be able 
to provide a general analysis of the turbulent free convection 
problem from bodies of arbitrary geometric configurations to 
mildly elastic drag-reducing fluids. 

Analysis 
It is assumed that the geometric configuration has an ar

bitrary shape and the coordinate system is as shown in Fig. 1. 
The body may be planar or axisymmetric, and its wall geometry 
is defined by the function r(x). The wall surface is heated to 
Tw(x) above the ambient temperature Te, which is assumed 
to be constant (although the analysis can be easily extended 

Contributed by the Heat Transfer Division for publication in the. JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
12, 1990; revision received July 21, 1991. Keywords: Natural Convection, Non-
Newtonian Flows and Systems, Turbulence. 

to the variable Te case, as done by Nakayama et al. (1983) for 
laminar free convection). The flow is induced against the grav
itational force g under the influence of the buoyancy force 
component parallel to the wall surface. The appearance of 
turbulence in the flow begins at the top of the surface and 
gradually extends to cover more and more of the surface as 
the Grashof number increases. Turbulence occurs when the 
surface in question is big or the temperature difference is large. 

A usual control volume analysis within the boundary layer 
of thickness 5 leads to the following integral forms of the 
momentum and energy equations under the Boussinesq ap
proximation on the buoyancy force: 

»6 ,.5 

£ f 
dx J0 

r*pu dy = r*, r (T-Te)dy-r*Tw (la) 

fi(r* 
dx Jn 

where 

and 

r*-_ 

puCp(T-Te)dy = r*qw 

planar flow 
r(x): axisymmetric flow 

dx 
gx=g cos 4> = g 1 

(lb) 

(lc) 

(Id) 

Fig. 1 Physical model and its coordinate system 
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In the above equations T„ and qw are the local wall shear and 
heat flux, while p, Cp, and (50 are the density, specific heat, 
and thermal expansion coefficient, respectively. The tangential 
component of the acceleration due to gravity is indicated by 
gx, which is related to the local surface orientation </> through 
the Eq. (Id). Moreover, the streamwise velocity and the local 
wall temperature are denoted by u and T with the subscripts 
e and w specifically pertaining to the boundary layer edge and 
the wall surface, respectively. 

Theoretical analysis of free convection is normally more 
difficult than forced convection due to the coupling of the 
momentum and energy equation in the former case. When 
dealing with non-Newtonian fluids, this task becomes even 
more formidable. Hence, certain simplications are sought in 
order to facilitate a solution without much sacrifice of accu
racy. 

The first step is to see how the equations would scale if the 
flow was purely forced convection. When dealing with tur
bulent non-Newtonian boundary layer flow, it is known that 
there exists a viscous sublayer that is very thin and close to 
the wall where the flow would be akin to a laminar forced 
convection flow. Also at the wall it is obvious that the local 
shear stress and the local heat flux assume their maximum 
value. Thus, an order of magnitude analysis of the kind used 
by Bejan (1984) for Newtonian fluids can be used for the 
present case: 

where uc is the characteristic velocity and Pr is the Prandtl 
number for drag reducing fluids defined in the conventional 
manner as given below: 

Pr = Cpn/k 

Combing Eqs. (2a) and (2b) gives the following: 

T p r -2 /3 
pCp(T„-Te)uc puc 

(2c) 

(2d) 

It is now assumed'that the above equation would hold even 
for the free convection flow if the characteristic velocity is 
related to the buoyancy rather than the free-stream velocity as 
in the forced convection case. 

The dimensionless functions F and 6 for the velocity and 
temperature profiles may be introduced as follows: 

and 

where 

and 

F(ri) = u/uc 

8(r,)=(T-Te)/AT 

AT=TW-Te 

(3a) 

(3b) 

(3c) 

• puc(puclc/ p) (2a) 

•q=y/8 (3d) 

The characteristic velocity uc and the temperature difference 
AT are assumed to be functions of x. Further, defining the 
parameter £, the ratio of the buoyancy force to the shear force, 

(Tw 

V * o , l /3 / ,, ; / ..1/2 
— - ~ - P r (ftujc/n) 
• 1 p) lp 

(2b) Z=pPogx (T-Te)dy/Tw (4) 

N o m e n c l a t u r e 

a - exponent of Grashof num
ber defined by Eq. (31a) hm 

A = function of (3 defined by 
Eq. (15a) i 

b = exponent of Prandtl number 
defined by Eq. (3\b) 

B = function of /? defined by /, /, 
Eq. (156) 

Ci, C2 = coefficients defined by Eqs. 
(31c) and (3ld) 

C3 = coefficient defined in Eq. 
(30b) 

Cp = specific heat per unit mass 
d = diameter of cylinder or 

sphere 
D = function of /3 as defined by 

Eq. (15c) 
De = Deborah number defined by 

Eq. (7) 
/ = friction factor defined in 

Eq. (8b) 
F = function for velocity profile 

given by Eq. (13a) 
g = acceleration due to gravity 

gx = tangential component of Nu/, 
gravity defined by Eq. (Id) 

Grx = local Grashof number based 
on gx and x and defined in 
Eq. (19a) 

Grd = Grashof number based on g 
and d 

h = local heat transfer coeffi
cient in Eq. (20) 

J = 

k 
L 

m, = 

Nurf = 

Nu, = 

Pr 
Q 

<7w 

average heat transfer coeffi
cient in Eq. (32) 
integer associated with the T = 
coordinate system in Eq. AT = 
(24a) 
functions associated with Te = 
deviation from unity and Tw = 
defined in Eqs. (19b) and 
(19c) u = 
integer associated with the 
body shape given in Eq. uc = 
(24ft) 
thermal conductivity 
characteristic length of geo
metric shape as used in Eq. 
(32) 
exponent associated with the 
wall temperature distribu
tion as given by Eq. (26) 
average Nusselt number 
based on diameter 
local Nusselt number de
fined by Eq: (20) 
average Nusselt number 
based on characteristic 
length and defined by Eq. 
(32) P = 
Prandtl number = fxCp/k TW = 
function of /3 as defined by 4> = 
Eq. (14) 
heat flux at the wall Q = 
function representing geo-

x,y 
a, (3 

/So 

8 

v 

i 

metric configuration in Eq. 
(lc) 
temperature 
temperature difference de
fined by Eq. (3c) 
ambient temperature 
temperature of the body 
surface 
streamwise velocity compo
nent 
characteristic velocity in Eq. 
(3a) 
boundary layer coordinates 
dimensionless functions of 
De appearing in Eq. (8b) 
expansion coefficient of the 
fluid 
boundary layer thickness 
dimensionless variable de
fined by Eq. (3e?) 
dimensionless temperature 
profile defined by Eq. (3b) 
viscosity 
kinematic viscosity 
acceleration parameter de
fined by Eq. (4) 
density of the fluid 
local surface shear stress 
local surface orientation in 
Eq. (Id) 
coefficient defined in Eq. 
(10) 
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one can rewrite the governing Eqs. (la, b) using Eq. (2d) as 

A - f r*u]b = (£ - l)Br*gxp0AT8/H (5a) 
dx 

D 4- r*ucAn = r*TwATPrc-
2n/puc (5b) 

dx 
where 

A = ( F^dr, (6a) 

B= \ ddt) (6b) 

D= \ Fddt) (6c) 

Jo 
Based on the right-hand side of Eq. (5a), it is evident that the 
parameter £ directly governs the flow acceleration and that the 
condition £ (x) > 1 must be satisfied everywhere for the flow 
to be thermally stable. 

Before solving the above equations, it is necessary to get an 
expression for rw for the free convection turbulent flow under 
consideration. Drag-reducing fluids are known to be Newton
ian in viscosity but exhibit mild elasticity characterized by a 
relaxation time 0/y. Detailed discussions on the determination 
of relaxation times for drag-reducing fluids are available from 
Argumedo et al. (1978) and Cho and Hartnett (1982). For such 
fluids, one assumes the friction factor / to be a function of 
the Reynolds number Re and the Deborah number De (which 
is the ratio of the fluid relaxation time 0/y and the characteristic 
process time v/u*2). 

Thus, 
De = 0//w*% (7) 

where u* is the friction velocity and v is the kinematic viscosity. 
The choice of characteristic time scales for defining De has 
been discussed by Astarita (1965), Seyer and Metzner (1969a), 
and Virk (1975). Reported experimental studies on the deter
mination of fluid relaxation times published by Seyer and 
Metzner (1969a) show that d/i varies as y~m where m lies be
tween 0.5 and 1.0. The general practice is to assume that m is 
equal to 1 so that the Deborah number can be taken as a 
constant independent of shear rate knowing that u*2/v is di
rectly proportional to wall shear rate. This assumption, though 
not truly accurate, renders itself useful for the derivation of 
an approximate expression for the wall shear stress in turbu-
lently flowing drag reducing fluids. 

Assuming Deborah number to be independent of shear rate, 
Seyer and Metzner (1969b) wrote an expression for friction 
factor for turbulent flow of drag reducing fluids as follows: 

( 2 / / ) 1 / 2 = ^ , ( l - £ , ) 2 l n R e / / 2 

+ ( l - ? 0 2 [By-A, ln2(2)1 / 2]-3.0 (8a) 

where the values of Au Bu and £i are given by Seyer and 
Metzner (1969b). A straightforward manipulation of the above 
equation can be done to obtain an explicit Blasius-type friction 
factor-Reynolds number relationship as given below: 

a_ 5X103 < Re < 105 

/ _ R e 3 0 < De < 10 m 

where a and /3 are functions of De for the case of drag-reducing 
fluids, and their values for varying De are presented in Table 
1. It has been suggested by Virk et al. (1967) that the maximum 
drag reduction that can be achieved in practice can be described 
by a unique asymptote given by a = 0.42 and (3 = 0.55 in 
the above equation. In Table 1, these values correspond to the 
limit De > 20, which has been used to denote the maximum 
drag reduction asymptote. As can be seen, the value of a is 
almost constant for 1 < De < 10 but jumps by about 600 

Table 1 Values of a, b, C, and C2 

De 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

S 20 

a 

0.0790 
0.0782 
0.0767 
0.0741 
0.0726 
0.0689 
0.0655 
0.0662 
0.0687 
0.0732 
0.0762 
0.420 

(3 

0.250 
0.262 
0.271 
0.278 
0.285 
•0.289 
0.292 
0.301 
0.312 
0.324 
0.334 
0.550 

a 

0.400 
0.396 
0.393 
0.391 
0.389 
.0.388 
0.387 
0.384 
0.381 
0.378 
0.375 
0.323 

b 

0.200 
0.208 
0.213 
0.218 
0.222 
0.224 
0.226 
0.231 
0.238 
0.245 
0.250 
0.355 

c> 

0.0402 
0.0404 
0.0401 
0.0393 
0.0390 
0.0375 
0.0362 
0.0368 
0.0383 
0.0406 
0.0422 
0.141 

c2 
2.02 
1.91 
1.82 
1.76 
1.71 
1.67 
1.65 
1.59 
1.51 
1.43 
1.38 
0.623 

percent for a change of De from 10 to 20. Actually, this is 
due to the fact that around De = 20 and beyond it, the / 
versus Re curve has a sudden change of slope and hence it is 
not only the value of a but also the value of (3 that undergoes 
a sudden change. Detailed explanation of the maximum drag 
reduction asymptote and its uniqueness are available in the 
exhaustive article of Virk (1975), which can be referred to for 
more details. Equation (8b) has been used when analyzing 
turbulent flow in horizontal pipes by Shenoy and Mashelkar 
(1983), in curved tubes by Shenoy et al. (1980), in rotating 
straight tubes by Shenoy (1986b), in annular ducts by Shenoy 
and Shintre (1986) and in vertical tubes by Shenoy (1987). 

Following the procedure of Skelland (1967), a suitable 
expression for the local surface shear stress can be obtained 
from Eq. (8b) as follows: 

Tw/pu2 = U(n/puc5f (9) 

where 

O = a(0.817)2^/2 ' i + 1 (10) 

Note that for the Newtonian case 

/3 = 0.25, S] = 0.02332 (11) 

W P " ? = 0.02332 (ix/Puc8)IM (12) 

Substitution of Eq. (9) into Eqs. (5a, b) gives the final sim
plified forms of the governing equations that are now to be 
solved. This requires expressions for the dimensionless velocity 
and temperature profiles. These are sought by following the 
arguments set forth by Eckert and Jackson (1950). They noted 
that in turbulent forced convection equations of the form F(r[) 
= T)U1 and 6(rj) = 1 - ij1/7 hold rather well. For turbulent 
free convection, they found that experimental data could be 
fitted well with the same equation for temperature profile while 
the velocity profile needed to be modified to F(ij) = rfl/1 (1 -
rjf. For drag-reducing fluids, the velocity profile for turbulent 
forced convection flow can be taken as F(rj) = rf where q = 
13/(2 - 13) as given by Skelland (1967). In the present free 
convection case, the velocity and temperature profiles will be 
assumed by analogous arguments to those of Eckert and Jack
son (1950), making use of the forced convection expression 
for drag-reducing fluids as stated above. Thus, the dimen
sionless velocity and temperature profiles that are assumed to 
fit the turbulent free convection flow of drag reducing fluids 
are 

*fo) = i?'(l-ij)4 d3«) 

flfo) = l - i j * (136) 

where 
q = (3/(2-/3) (14) 

Using Eqs. (13a, b), the expressions for ,4, B, andD as defined 
in Eqs. (6a, b, c) can be easily obtained as 
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1 4 28 28 70 
A=- - - - + - - + -2q+\ q+\ 2q + 3 q + 2 2q + 5 

28 28 4 1 
: + - : + : q + 3 2q + l q + A 2q + 9 

B = q/(q+l) 

D = ^ - - ^ + ~ 6 4 

q+\ q + 2 q + 2, q + A 

• 1 1 1 

(15a) 

(15*) 

' q + 5 2q+\ 2q+3 2q+5 ( 1 5 c ) 

Note that for Newtonian fluids when q takes the value of 
1/7, we have ,4 = 0.0523, B = 1/8, and D = 0.0366, which 
are all identical to the values obtained by Nakayama and Koy-
ama (1985). 

Upon combining Eqs. (4) and (9), one obtains the following 
expression for uc: 

1 l + g 

uc = (B gxPoAT/n/l;)1^ &-* (16) 

where v is the kinematic viscosity. This equation along with 
Eq. (9) can now be substituted into the governing Eqs. (5a, 6) 
to eliminate uc and T„ and thus results in the following equa
tions after mathematical rearrangement of the terms: 

2(1+0) 2(1+0) 

" g 2 - 3 • - •>-" " 

dx 
+ 52~1' ~\n{r*AT(gxAT/£) 

2 2(1+0) 

, 2 -01 4 + 0 

dx 

2(1+0) B (Q 

4 + 0 A \B 
2-0, (£ - l ) (^ 2 /£AA7) 2 - t f (Ha) 

2(1+0) 2(1+0) 1 2(1+0) 

^ - 5 2 - 0 + g 2-0 J l_ m { / .* A r ( A T /^2-0j 3 

dx dx 

2(1+Ji)fi / a V f P f M ( b V g j 3 G A D ! - » (176) 
D \B 

Integration of the above set of equations yields two distinct 
expressions as follows: 

2(1+0) 
JZ~S 2(1+/?) B (Q\2_ 2-0 Gr 2~i3 

xl x 4 + 0 A \B ^-m2^I (18a) 

and 

2(1+0) 0 

3 £> \ 5 \x 

where 

Gr^&AAT* 3 / ? 2 

is the local Grashof number and 

p r - ^ 2 - 0 / ( (186) 

(19a) 

^a-i)!/-*2(1+fflfeAr/a2+'3] 1/(4 + 0) 

(r*A7> 
2( l+0) /3 ( feA77£)1/3 dx 

h = -
x(r*AD2a+l3)/1 (gxAT/H)ui 

(196) 

(19c) 

The foregoing functions /and 7, account for the total combined 
effects of arbitrary geometries and wall temperature distri
butions. 

The local Nusselt number Nux, which is of primary interest, 
is related to uc and 5 via the Colburn analogy as 

N u ^ ^ = P r 1 / 3 m [ - ^ 1 = P r I / 3 Q [ ^ 
hx 
~k 

UcX 

pu, V v f (20) 

where h and k are the local heat transfer coefficient and thermal 
conductivity. uc in the above equation may be eliminated in 
favor of 5, using Eq. (16). Then, Eq. (186) may be substituted 
into the equation. After some manipulation, one obtains the 
Nux expression as follows: 

Nu,= = f 2 0 ^ 7 ' ] 2 0 ^ ' (Qfl,/2)1+" Pr'+^Gr/S) 
I 

3D j 
,2(1+0) (21) 

Having established all the necessary relations, the solution 
of the problem is now reduced to the determination of the 
unknown acceleration parameter £(*)• For this purpose, the 
two distinct expressions for 5, namely, Eqs. (18a) and (186), 
are equated to give the following characteristic equation: 

A(4 + M,pr_m 

3DI 
(22) 

Since Eqs.(196) and (19c) for 7 and 7, also involve the unknown 
%(x), the foregoing characteristic equation is implicit in £. 
Thus, the determination of £ (x) in general requires an iterative 
procedure at each integration step. A simple way to find £ (x) 
may be to guess £ at the end of each integration step, and 
evaluate Eqs. (196) and (19c), using this guessed value and the 
value determined during the preceding integration step (cor
responding to the value at the beginning of the current inte
gration step). The integration results are to be substituted back 
into the characteristic Eq. (22) to check if the estimated £ at 
the end of the integration step satisfies the relation. This se
quence has to be repeated to determine £ within a desired 
accuracy before marching one step further. The boundary value 
£ (0) needed for initiation of such integrations, however, must 
be provided prior to the downstream marching in consideration 
of the similarity solutions presented in the following section. 

Results and Discussion 
It is of great interest to investigate certain cases for which 

the functions I and I, remain constant so that similarity so
lutions are possible. Any geometry near the stagnation point 
may be specified as 

/•= (^ - |x=o) x, hence, 

c o s </> = '-<£'»• = const:pointed body (23a) 

and 

r = r0 sin (x/r0), hence, cos <t> = sin(x/r0): blunt body (236) 

where r0 is the local radius at x = 0. The foregoing consid
eration reveals the following proportional relationship: 

10 : plane body 
/•"oc^ where / = 

1 : axisymmetic body 

0 : pointed body 

(24a) 

(246) gxocx1 where y - . 
' 1 : blunt body 

For example, the integers (;', j) should be set to (0, 0) for a 
flat plate, (1, 0) for a vertical cone pointing downward, (0, 1) 
for the stagnation region on a horizontal circular cylinder, and 
(1, 1) for the stagnation region of a sphere. Equations (196) 
and (19c) under the conditions described by the foregoing 
proportional relationships yield 

7 = 1 + 
2( l+0) /+(2 + 0)(y + m,) 

4 + 0 

2(1+0)/ j (3 + 20)m, 

3 3 3 

(25a) 

(256) 
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3,5 

3.0 

2,5 

2.0 

1,0 

\Vv 

De>20 

10 

De = 0 

/- De = 5 

1 1 

mt 

— _ 

= 0 

1 1 

Table 2 Coefficient C3 for isothermal bodies (Pr = 7) 

11 13 15 7 9 

Pr 
Fig. 2 Effects of Pr and De on £ for the isothermal vertical flat plate 

where m, is associated with the wall temperature distribution 
around the stagnation point, which is assumed to follow 

AToc^"' (26) 

The wall temperature distribution reflects on the functions I 
and I, in such a manner that both I and I, diminish as ATW 
increases downstream (i.e., mt > 0). Substitution of Eqs. (25«) 
and (256) into the characteristic Eq. (22) gives an explicit 
equation for £: 

i +2(1+0)1+ (2 + 0) (/ + !»,) 

^4(4 + 0) 
1+-

£ = 1+-
4 + / 

3D 1 | 2( l+f f l ; | y | (3 + 2fl)/»tj pr& 
(27) 

Thus, £ stays constant around x = 0, and a similarity solution 
exists around the stagnation point. For the vertical isothermal 
flat plate exposed to the Newtonian fluids (i.e., 0 = 1/4 and 
/ = j = m, = 0), both I and 7, become unity, and 

£ = 1+2.023 Pr^2/3 (28) 

When the above equation is substituted into Eq. (21), it reduces 
to the form derived by Eckert and Jackson (1950) for an vertical 
isothermal flat plate, namely, 

Nux = 
0.0402 Pr1" 

(1+2.023 p r"
2/3)2/5 Gri (29) 

For the drag-reducing fluids in general, the expressions for 
the acceleration parameter £ and the local Nusselt number Nux 
may be given as 

£ = l + C2(/,//)Pr-

and 

N u -?IT^7^^ G r - C 3 ( D e ' P r ) G r ; 

where 

C,(De) = 

a= 1/2(1+0) 

6 = 0/(1+0) 
1-2 /3 

2(1+0) 
3D 

*1+»(Qfl1/2) 
l 

1/2-.1+0 

C2(De) = 
^(4 + 0) 

3D 

(30a) 

(306) 

(31fl) 

(316) 

(31c) 

(31rf) 

For the similarity solutions, I and I, in the above expressions 
should be provided according to Eqs. (25«) and (256). The 
numerical values for a, 6, C\ and C2 are furnished in Table 1, 
as function of De. The effects of De and Pr on the acceleration 

De f lat plate 
( 0, 0 ) 

cone 
( 1, 0 ) 

cylinder 
( 0, 1- ) 

sphere 
( 1, 1 ) 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
a zo 

0.0498 
0.0512 
0.0518 
0.0515 
0.0517 
0.0502 . 
0.0487 
0.0503 
0.0533 
0.0577 
0.0610 
0.267 

0.0450 
0.0465 
0.0472 
0.0471 
0.0474 
0.0461 
0.0448 
0.0465 
0.0495 
0.0539 
0.0572 
0.275 

0.0460 
0.0476 
0.0483 
0.0481 
0.0484 
0.0470 
0.0456 
0.0473 
0.0503 
0.0547 
0.0579 
0.267 

0.0428 
0.0444 
0.0452 
0.0451 
0.0455 
0.0443 
0.0430 
0.0447 
0.0478 
0.0521 
0.0554 
0.275 

Pr - 7, mt = 0 

De = 0 

De Z- 20 ( Maximum drag reduct ion ) 

Fig. 3 Heat transfer results for the isothermal vertical flat plate (Pr 
7) 

parameter are illustrated in Fig. 2, for the case of the isothermal 
flat plate. As may easily be expected from Eq. (30c), increase 
in either De or Pr results in decrease in £. It should be noted 
that £ decreases down to unity as Pr goes to infinity, and the 
inertia effects vanish totally. The values for the multiplicative 
constant C3 (as a function of both De and Pr) were calculated 
assuming Pr = 7, and listed in Table 2 for the isothermal flat 
plate and cone as well as the stagnation regions of isothermal 
cylinder and sphere. The table shows that C3 is nearly constant 
for De < 7, and thereafter increases jumping to a high level 
at De = 20. Within the range of De < 7, the C3 value goes 
up slightly and then comes down slightly. This "up-and-down" 
variation in C3 should not be considered to be serious, since 
it is not the slight change in the C3 value, but the exponent a 
(= 1/2(1 +0)) that virtually determines the level of Nû . when 
Grx is large as in the present case of turbulent natural con
vection. It is to be noted that each set of a and C3 for De < 
10 follows the expected trend that increase in De results in 
decrease in Nux, as shown in Fig. 3, for the case of isothermal 
flat plate. The figure clearly shows that the addition of small 
amounts of a drag-reducing polymer results in reduction in 
heat transfer as well. This fact, though well known for tur
bulent forced convection heat transfer to drag-reducing fluids, 
is being shown for the first time to hold for turbulent free 
convection as well by the present analysis. In Fig. 3, the asymp
tote corresponding to maximum drag reduction is indicated 
by the dashed line. It is interesting to note that, within the Gr* 
range considered herein, the heat transfer rate for De = 10 is 
found to be even lower than the rate for the case of the max
imum drag reduction. This is not an anomaly because it is 
known that there is a delay in the onset of drag reduction with 
increasing drag reducing efficiency. This delay is not pro
nounced at lower De and hence is not noticeable for De < 10 
within the considered Grx range. However, for the maximum 
drag reduction asymptote, the onset of drag reduction is de
layed to a predominant extent and hence the heat transfer rate 
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TT 
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Fig. 4 Peripheral variation of acceleration parameter (Pr = 7): (a) 
isothermal horizontal circular cylinder; (b) isothermal sphere 

departure from the Newtonian case would also be delayed to 
a great extent. It is worth noting that the maximum drag 
reduction asymptote will, undoubtedly, result in the maximum 
reduction in the heat transfer rate, but this will occur at much 
higher Grx beyond what is covered in Fig. 3. 

There is evidence in the literature (see, for example, Astarita, 
1967; Mizushina and Usui, 1977; Ng et al., 1980; Cho and 
Hartnett, 1982) that the heat transfer reduction is compara
tively larger than the drag reduction during turbulent flow 
through smooth circular pipes. This is likely to hold good even 
for external flow situations. However, it must be borne in 
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Fig. 5 Peripheral variation of local heat transfer coefficient (Pr 
(a) isothermal horizontal circular cylinder; (b) isothermal sphere 

mind that the present analysis was initiated through a scaling 
of the terms of the governing equations resulting in Eq. (2cf), 
which implied that the heat and momentum transfer are of the 
same order. Hence, the results of the present analysis may 
underpredict the heat transfer reductions to a certain extent. 

The averaged Nusselt number NuL, which is often more 
convenient to use for heat transfer estimation, can easily be 
derived by taking an integrated average over a length L. 

Nu,„„ = 
k 

(Nux/x)r*dx 
Jo 1 + / 

r r*dx 
2,+j + m, 

Niu 

i + 
2(1+13) 

(32) 
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For illustration of the generality acquired in the present 
integral method, the aforementioned stepwise iterative cal
culations were carried out for an isothermal horizontal circular 
cylinder and also for an isothermal sphere, assuming Pr = 7. 
As already inferred, the boundary values £ (0) needed for the 
initiation of integrations were provided by substituting into 
Eq. (27), (/', j , m,) = (1,0, 0) for the cylinder and (/, j , m,) 
= (1, 1,0) for the sphere. The peripheral variations of the 
acceleration parameter £ are plotted in Figs. 4(a) and 4(6) , 
for the cylinder and sphere, respectively. The uniform distri
bution of £ observed around the front stagnation point is 
consistent with the argument that has led to the explicit expres
sion for £, namely, Eq. (27). The acceleration parameter £ 
decreases downstream for the cylinder, while it increases to
ward the rear stagnation point for the case of sphere. This 
contrast between the two geometries may be appreciated in 
consideration of the axisymmetric nature of the spherical body 
where the boundary layer grows rapidly over the upper half 
of the spherical surface. Since £ <x gx(S/rw), whether £ decreases 
or increases toward the rear stagnation point, depends on how 
drastically (67T1V) increases downstream. The growth rate of 
the thermal boundary layer thickness is only moderate for the 
case of the cylinder, while that for the sphere, is so high that 
£ increases toward the rear stagnation point, even when gx 

vanishes there. The figures also show that the increase in De 
leads to a decrease in £, as in the case of the flat surface. The 
corresponding variations of the local heat transfer coefficient 
for the Grashof number based on the diameter Grrf = 1010 are 
plotted in Figs. 5(a) and 5 (b), for the isothermal cylinder and 
sphere, respectively. The ordinate variable in the figure is cho
sen to be Nurf = h d/k (where d is the diameter). On account 
of the assumption that the turbulent boundary layer starts right 
from the stagnation point, the local heat transfer coefficient 
h there is predicted to be zero, despite the fact that it should 
remain finite since the laminar boundary layer covers the stag
nation point. The errors due to this assumption, however, are 
expected to diminish downstream, by virtue of the parabolic 
nature of the boundary layer. The local heat transfer rate 
increases downstream and attains its maximum value some
where at the upper half of the cylinder, and then decreases 
abruptly to zero towards the rear stagnation point where the 
boundary layer grows infinitely. The heat transfer rate increase 
observed in the lower half of the cylinder is obviously due the 
flow acceleration resulting from the increase in the streamwise 
component of the gravitational force, namely, gx = g sin x. 
Very much similar peripheral variations are observed in the 
case of an isothermal sphere. 

Conclusions 

In the present effort, the Nakayama-Koyama solution meth
odology for turbulent free convection from curved surfaces to 
Newtonian fluids has been successfully extended to the case 
of drag-reducing fluids. The integrated momentum and energy 
equations were combined to form an implicit equation, which 
provides the local variation of the acceleration parameter, 
namely, the ratio of the buoyancy force to the wall shear force. 
Possible similarity solutions, in which the parameter remains 
constant, have been presented in a general form. 

Illustrative calculations have been carried out for a flat plate, 
a cone pointing downward, a horizontal circular cylinder, and 
a sphere. Numerical values have been furnished for speedy 
estimation of local and average heat transfer rates. The results 
thus obtained using the Colburn analogy suggest that the ad
dition of a drag-reducing polymer results in a substantial re
duction of turbulent free convective heat transfer. For the 
nonsimilar flow cases of the isothermal circular cylinder and 
sphere, integration-stepwise iterative calculations have been 
carried out, assuming Pr = 7 and Grd = 1010. The results 
reveal that the acceleration parameter remains very much con

stant near the front stagnation point, and then either decreases 
(for the cylinder) or increases (for the sphere) abruptly toward 
the rear stagnation point. The local heat transfer rate increases 
from the stagnation point, and attains its maximum somewhere 
at the upper half of the body, and then decreases down to zero 
toward the rear stagnation point. The peripheral variations of 
local heat transfer coefficient are found to be very much similar 
between the cylinder and sphere. 
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Measurements of Velocity and 
Turbulence in Vertical 
Axisymmetric Isothermal and 
Buoyant Jets -
The current study examines the transition region of axisymmetric isothermal and 
buoyant jets of low Reynolds number, directed vertically upward into a stagnant, 
unstratified ambient. The region in which measurements were obtained allows ex
amination of two types of transition occurring in the jet: from nozzle exit dominated 
to fully developed, and from momentum to buoyancy-dominated flow. 
Isothermal velocity data were acquired using a two-channel laser-Doppler anemom
eter for Reynolds numbers ranging from 850 to 7405. The buoyant cases studied 
had Froude numbers ranging from 12 to 6425 and Reynolds numbers from 525 to 
6500. In each case data were taken from 5 to 44 nozzle diameters downstream. 
Curve fit approximations of the data were developed by assuming polynomial sim
ilarity profiles for the measured quantities. Each profile was individually curve fit 
because in the transition region under consideration the flow field is not necessarily 
similar. Profile constants were then curve fit to determine profile variation as a 
function of nozzle exit parameters and downstream location. These allow prediction 
of the downstream velocity flow field and turbulent flow field as a function of the 
Reynolds number, Froude number, and density ratio at the nozzle exit. Profile width 
and entrainment increased at low Reynolds number. Axial and radial velocity fluc
tuations were found to increase at low Reynolds number. The buoyant cases studied 
were found to have lower velocity fluctuations and significantly lower Reynolds 
stresses than isothermal cases of similar Reynolds number. 

Introduction 
The study detailed here is of an axisymmetric jet of low 

Reynolds number exhausting vertically into a stagnant am
bient. Both isothermal and buoyant cases were considered. In 
the present work, the term "isothermal" indicates a jet exiting 
the nozzle at ambient temperature, driven solely by momen
tum, while "plume" indicates a natural convective flow above 
a point heat source, generated solely by buoyancy. Buoyant 
jets exist between these two limiting cases, as they are driven 
at the nozzle exit by both momentum and buoyancy. The 
buoyant jet behaves as if it were driven solely by momentum 
in an initial, nonbuoyant region. As it moves downstream, the 
flow undergoes a transition and becomes buoyancy dominated, 
ultimately exhibiting characteristics of a plume. The specific 
objective of this study was to examine and quantify parameters 
that affect entrainment, mixing capacity, and turbulent ve
locities in the transition region of isothermal and buoyant jet 
flows. Such flows possessing free shear boundaries are com
monly found in the environment. Examples include buoyant 
jets caused by effluents from principal industrial sources, ag
ricultural or industrial discharges into large bodies of water, 
and other free shear turbulent mixing and dilution processes. 
Experimental information is needed to verify predictions of 
pollutant spread into a stagnant ambient. Jet and plume tran
sition profile width data can be used as a source term in larger 
numerical models predicting pollutant spread of plumes and 
jets exhausting into a crossflows. Experimental data on mean 
flow velocities are also required to assess entrainment modeling 
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and numerical results, while empirical turbulence data are re
quired for assessment of numerical turbulence models. 

Integral type methods are commonly used to predict profile 
widths and entrainment of jet and plume flows. Rouse et al. 
(1952), Seban and Behnia (1976), George et al. (1977), Capp 
(1983), and Papanicolaou and List (1988) have all addressed 
the entrainment issue for a variety of jet exit conditions. Chen 
and Rodi (1980) surveyed existing experimental data for ver
tical buoyant jets. They found that few data were available 
on axisymmetric jet centerline velocity decay and spread rate 
for varying buoyancy. Lack of information on the influence 
of buoyancy and density ratio is also noted. Beuther et al. 
(1979) and Shabbir (1987) present data on mean as well as 
turbulent fluxes for the axisymmetric plume. Ramaprian and 
Chandrasekhara (1989) present mean flow and turbulence 
measurements for the vertical plane turbulent plume. It was 
concluded that in the plane plume, buoyancy caused an increase 
in turbulent intensities and turbulent fluxes. The dimensionless 
asymptotic peak shear stresses were approximately 50 percent 
higher in the buoyant case. In the chapter by List (Rodi, 1982) 
a thorough review is given of flow regions of isothermal and 
buoyant jets and plumes, and the various approaches com
monly used for analysis of the flow characteristics. List notes 
a lack of experimental information detailing the changes in a 

' jet or buoyant jet through the different regions of flow de
velopment. Profile widths are summarized and averaged for 
a variety of experimental conditions. Insufficient information 
is available in the literature to detail individually the effects 
of such nozzle exit conditions as Reynolds number, Froude 
number, and density ratio on the spread rate and mean flow 
quantities. 

The present study focuses on the transition region of the 
turbulent isothermal and buoyant axisymmetric jet. It is an 
examination of the effect of variation of downstream distance, 
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Reynolds number, Froude number, and density ratio on both 
the mean flow quantities and turbulent quantities. In order to 
accomplish this, an extensive database was developed. Data 
were taken at 11 downstream locations for 4 isothermal and 
8 heated cases. Approximately 20 points spanning the jet pro
file were taken at each axial level. The measurement locations 
were selected such that two types of transition could be ex
amined: from momentum to buoyancy-dominated flow, and 
from nozzle-dominated to fully developed similar flow. Reyn
olds numbers were selected such that, within experimental 
equipment limitation, buoyancy and momentum at the nozzle 
exit could be in the same order of magnitude. A two-component 
laser-Doppler anemometer (LDA) system was used to measure 
orthogonal velocity components instantaneously. The study 
extends the range of downstream locations and nozzle exit 
conditions considered previously (Bayazitoglu and Peterson, 
1990). The effect of varying Reynolds number and buoyancy 
on turbulent fluxes is now also considered. 

#- A„/A e=4.2xl0 ; ' 

Enclosure -

Measurement 

10 20 30 40 50 

z / D e 

Fig. 1 Total axial momentum 

Experimental Method 
The experimental equipment consisted of a flow generator, 

which exhausted a low-velocity jet of isothermal or heated air 
into a large stagnant ambient. The experimental apparatus, 
instrumentation, and procedure are the same as that described 
by Bayazitoglu and Peterson (1990). The nozzle was conical 
converging (Fig. 1) of 2 cm diameter. The nozzle exit velocity 
profile was approximately a "top hat shape." The velocity 
profile across the " t o p " portion was slightly depressed in the 
center due to the conical nozzle. Maximum nozzle exit velocity 
was encountered at a radius of 0.9 cm, where the time-averaged 
velocity ranged from 0 to 4 percent above the centerline value. 
From the radius of 0.9 cm to the edge of the nozzle, the velocity 
decreased to zero in an approximately linear manner. Nozzle 
exit turbulence was 1 to 3 percent in the isothermal cases, and 
3 percent in the heated cases. Air mass flow rate was controlled 

by a rotameter, and the flow was seeded with droplets of corn 
oil to allow LDA measurement. The nozzle exit temperature 
was measured with thermocouples. A control point at the noz
zle exit was checked prior to and after each set of measure
ments, and nozzle and exit temperature monitored to insure 
consistency of nozzle exit conditions. To prevent interference 
of room drafts and to contain LDA seeding material, the jet 
exhausted into an enclosure of area to nozzle exit area ratio 
4.2 x 103. The chamber height to nozzle diameter ratio was 
91.4. The enclosure had symmetrically spaced vents at the top 
and bottom. Venting allowed free entrainment of ambient fluid 
and avoided flow recirculation due to the enclosure. This open 
system allowed simulation of an infinite stagnant ambient with 
minimum enclosure interference. 

The two-component LDA used for all velocity measurements 
had a control volume of approximately 5 mm in length and 
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= fluctuating axial veloc
ity, time averaged, 
m/s 

= Reynolds stresses, time 
averaged, m2/s2 

= time mean centerline 
velocity, m/s 

= time mean nozzle exit 
velocity, m/s 

= dimensionless time 
mean axial velocity 
(Eq. (4)) 

= fluctuating radial ve
locity, time averaged, 
m/s 

= fluctuating azimuthal 
velocity, time aver
aged, m/s 

= axial coordinate, m 
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Table 1 Experimental conditions 

Data Set 

Isotherm 

11 

12 

13 

14 

Heated 

HI 

H2 

H3 

H4 

H5 

H6 

H7 

H8 

U e 

(m/s) 

al 

1.5 

0.66 

2.9 

5.7 

3.15 

1.07 

1.03 

5.09 

1.78 

5.35 

2.67 

3.28 

T e 

(°C) 

21 

21 

21 

21 

163 

185 

227 

176 

174 

30 

33 

53 

Reynolds 
Number 

1960 

850 

3700 

7405 

2100 

625 

525 

3200 

1135 

6500 

3325 

3650 

Froude 
Number 

oo 

00 

00 

oo 

150 

15 

12 

390 

50 

6425 

1150 

650 

Density 
Ratio 

1.0 

1.0 

1.0 

1.0 

0.678 

0.644 

0.590 

0.659 

0.662 

0.977 

0.967 

0.916 

0.17 mm in diameter. Uncertainty of mass flow rate was cal
culated using the method of Moffat (1985), and estimated at 
5.3 percent for the isothermal cases considered and 5.4 percent 
for the buoyant studies. 

Use of the LDA was determined to be essential to obtain 
accurate data. Prior experimentalists have used hot-wire ane
mometers. However, this instrument is accurate only in the 
center of the jet as it is incapable of distinguishing flow re
versals that occur at the jet edges. Previous measurements in 
axisymmetric jets have been thought reliable to a radial location 
of r/z = 0.15 (Beuther et al., 1979). In the present work, use 
of frequency shift with the LDA system allowed accurate meas
urement of both positive and negative velocities. Probability 
histograms of velocity readings indicated that significant flow 
reversals and negative velocities were encountered at the r/z 
= 0.1 radial location, leading to the conclusion that previous 
hot-wire measurements at this radial location and beyond may 
be inaccurate. In the current study, velocity readings were taken 
across the entire jet profile, to a value of r/z = 0.3 or 0.4. 
Radial symmetry of the flow field was verified by traversing 
in two different directions. Measurements were taken for four 
cases of isothermal jet flows and eight cases of heated jet flows. 
Downstream locations ranged from 5 to 44 nozzle exit di
ameters. The experimental initial conditions are summarized 
in Table 1, where the densimetric Froude number is defined: 

Fr = 
U 

gPDe(Te-Tx) 
(1) 

Initial conditions were selected for the heated sets such that 
the entire range of transition from momentum to buoyancy-
dominated flow could be examined. 

The governing conservation equations are the main tool 
available for assessment of the quality of experimental data. 
The total momentum at any axial location in the isothermal 
jet can be written: 

M= \ 
Jo 

u2 + {u'f-
(v')2 + (w'f 

rdr (2) 

Demonstration that the isothermal measurements conserve 
momentum validates that the experimental system is accurately 
producing the desired flow field: free shear, axisymmetric flow 
into an infinite stagnant ambient. Failure to satisfy the con
servation equations would indicate such difficulties as inac
curate and inconsistent control of initial nozzle exit conditions, 
asymmetry of the flow, or interference of the enclosure with 
the flow field. The total axial momentum at each downstream 
location was determined by numerical integration of velocity 
measurements, and is given in Fig. 1. As uncertainty of nozzle 
exit mass flow rate was determined to be 5.3 percent for the 
isothermal cases, it is expected that the total momentum at 
any axial location will be conserved within 10.6 percent. It can 
be seen in Fig. 1 that the majority of data sets do conserve 
momentum within the uncertainty of the experiment. Only data 
sets that conserved momentum within 10 percent were used 
for further data reduction. 

Theoretical Framework 
Chen and Rodi (1980) review existing experimental data for 

buoyant jets. General scaling laws are developed from a di
mensional analysis of the three influential parameters: the 
weight deficit, initial momentum flux, and the ambient density. 
As detailed in Appendix A, the general scaling laws developed 
for buoyant jets in a uniform environment are: 

Length: 

z_ Fr 

Centerline Velocity: 

Uc, 

Ue 
U=^Frl/1 

(3) 

(4) 

Here Z and U are dimensionless length and velocity. By in
troducing empirical decay laws into the scales above, it is 
demonstrated that the decay laws are valid in both the initial 
momentum-dominated region and the buoyancy-dominated 
region far downstream: 

Nonbuoyant region: 

U=AuZ~l 

Plume region: 

U=BUZ-

(5) 

(6) 

In the nonbuoyant region, the nondimensional velocity decays 
in proportion to Z~l, while in the plume region the decay is 
proportional to Z~1/3. This is as expected from standard sim
ilarity analysis. The values of the decay constants, Au and Bu, 
are determined from experimental data. Between these two 
asymptotic conditions the transition region will occur. Chen 
et al. conclude that the scaling laws presented above are ap
propriate for interpretation of heated jet and plume data. The 
relationships in physical variables are: 

Nonbuoyant region: 

TT / \ 1 / 2 / \ -' 
, I He\ I « 1 ( 7 ) 

Plume region: 
Ucl 

u 

uP 

= B„Fr~ul ^ 

A 

(8) 

The value of Au has been commonly found to be 6.2 (Chen 
and Rodi, 1980; Rodi, 1982), and 5.8 (Capp, 1983; Ogino et 
al., 1980). The plume value of B„ has been stated to be between 
3.4 and 3.6 (Beuther et al., 1979; George et al., 1977; Ogino, 
1980), while Chen and Rodi determined a plume decay constant 
of 4.7 (1980). 
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Data Reduction 
Velocity data at each nozzle exit condition and axial location 

were measured at approximately 20 radial locations spanning 
the jet. Similarity profiles were assumed for each measurement 
variable to approximate its variation across the jet profile. For 
the mean axial velocity, a polynomial profile suggested by the 
analytic solution (Schlichting, 1979) was used: 

Table 2 Curve approximation coefficients 

u(r, z) -• 
Ucl 

1+-. 
r1 

(9) 

Here Ud is the centerline velocity, while bu is the length used 
for nondimensionalization of the radial position. It can be seen 
that bu is the radial location where the velocity falls to one 
fourth of its centerline value. 

The approximate profiles assumed for the turbulent terms, 
u' and v', are written: 

/ i \ 1/2 

u'(r,z) = -, ^ i — (10) 

!•£ 
and 

Ud 
uv 

v'(r, z) = 

1+-
? 

(11) 

It can be seen that C\ in Eq. (10) is the value of the centerline 
turbulence intensity in the axial direction. bu, indicates the 
spread of axial turbulence. Similarly, C2 in Eq. (11) indicates 
the value of the centerline turbulence intensity in the radial 
direction, while bv, measures the width of the radial fluctuating 
profile. The radial location where r = bu, or r = bv, is the 
radius at which the square of the local turbulence intensity, 
(w'Vw2 or v' /u2), has increased to 100 percent over the cen
terline value (w'2/i/c/). The final physical variable measured 
by the LDA is the Reynolds cross stresses, u'v'. An approx
imate profile for this quantity can be found by use of the eddy 
viscosity assumption: 

l l ' v ' OC 
du(r, z) 

dr 
(12) 

Taking the derivative of the assumed profile for mean axial 
velocity (Eq. (9)), the approximate profile for the Reynolds 
stress terms is written: 

C3Udr 

1+-. 
r2 

(13) 

In the present work, this equation is used as an assumed sim
ilarity profile in the same manner as profiles assumed above 
for u, u', and v'. The parameter C3 is assumed to be a constant 
for each profile. A value of C3 is determined that minimizes 
the true error: the average difference between calculated and 
experimental values. This amounts to determination of an av
erage eddy viscosity across the jet width. In a true eddy viscosity 
approximation, C3 would not be constant across the jet but 
would be a function of radial position. The eddy viscosity 
model is used here only to obtain an appropriately shaped 
similarity profile. 

Equations (9), (10), (11), and (13) define the similarity pro
files for the physical variables measured with the LDA. Prior 
experimentalists have assumed these profiles to be independent 
of Reynolds number, Froude number, density ratio, and down-

D. 
hi 
D. upe 

Isothermal 

a 

b 

c 

% 
uncer
tainty 

0.233 

1.010 

-0.059 

9.8 

0.243 

0.100 

-0.029 

9.8 

0.549 

0.729 

0.009 

18.9 

0.312 

0.147 

-0.105 

7.2 

0.360 

0.610 

0.119 

12.0 

0.337 

0.199 

-0.305 

23.8 

Heated 

a 

b 

c 

d 

e 

% 
uncer
tainty 

0.582 

0.882 

-0.176 

0.057 

-0.179 

9.8 

0.622 

0.076 

-0.218 

0.086 

-0.181 

7.5 

0.521 

0.725 

0.012 

0.012 

-0.024 

12.7 

0.252 

0.040 

-0.112 

0.071 

-0.254 

8.2 

1.619 

0.585 

-0.114 

0.071 

-0.649 

16.9 

28.7 

0.480 

-1.145 

0.232 

0.148 

28.6 

stream distance. This indeed has been demonstrated to be the 
case in the fully developed isothermal or plume flow. Previ
ously no experimental database has been available to perform 
a detailed examination of the independent effect of each pa
rameter. The objective here is to examine the development and 
transition of mean flow and turbulent quantities. Therefore 
for each profile data were reduced separately using a least-
squares analysis to determine the values of the coefficients in 
the equation assumed for that profile: Uch bu, Cu bu,, C2, 
bvi, and C3. The data reduction procedure is detailed in Ap
pendix B. Reducing each profile separately allowed consid
eration of each parameter as functions of downstream distance, 
Reynolds number, Froude number, and density ratio. The 
profile parameters were then all curve fit using a weighted 
multiple regression procedure similar the least-squares analysis 
noted above. Because the data taken are in a region where 
several complex transitions occur (i.e., laminar to turbulent, 
momentum to buoyancy dominated, and nozzle exit geometry 
dominated to similar), the only assumption was a general ex
ponential form: 

Parameter,- = a 

in the isothermal cases, and: 

Rec 

Parameter, = « l^-jRecFr r f (— 

(14) 

(15) 

in the heated cases, where Parameter, indicates bu, Cx, bu,, 
C2, b„,, or C3. Data reduction in this manner allowed inde
pendent assessment of the significance of each parameter in 
transitional flow without a priori assumptions that would de
fine the exponents. Uncertainty estimates were obtained from 
an error propagation analysis in some cases and from the 
standard deviation of the data in others. Error bars on the 
graphs indicate profile variation when curve approximation 
coefficients are varied by the percent uncertainty indicated in 
Table 2. 
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Results and Discussion 
The initial result considered is that of the centerline mean 

axial velocity predicted from the curve fit results of Eq. (9). 
Figure 2(a) shows the centerline velocity decay as calculated 
for the four isothermal cases considered. It can be seen to be 
in agreement with Eq. (5) presented by Rodi (1982) and Chen 
and Rodi (1980) for isothermal and the nonbuoyant region of 
heated jets, with a proportionality constant Au = 6.2. 

Figure 2(b) presents the centerline mean axial velocity decay 
of a heated jet for the eight cases considered. It can be seen 
that the scaling laws developed by Chen et al. (Eqs. (3) and 
(4)) successfully collapse the centerline mean velocity data. The 
data also support the arbitrary definition by Chen and Rodi 
of a transition region from Z = 0.5 to Z = 5.0. Clearly, for 
Z<0.5 , the centerline velocities decay in proportion to Z _ 1 

and follow the nonbuoyant decay law of Eq. (5) above. In the 
plume region, it is seen that velocity decays in proportion to 
Z~1/3, indicating that the mean flow characteristics in this 
region are indeed dominated by buoyancy. The centerline ve
locity in the plume region was determined to follow the decay 
law of Eq. (8), with a proportionality constant, Bu, of 4.7. 
The value of Bu is 30 percent higher than the value of 3.5 
reported as noted above, but corresponds to the 4.7 value 
determined by Chen and Rodi as reported by Ogino et al. 
(1980). A parameter for assessing ambient stratification (as
suming laminar nozzle exit flow) can be derived from the energy 
conservation equation (Shabbir, 1987): 

S = ̂  
dTa. 

(16) 
QeiTe-TJ dZ 

where Qz and Qe indicate the volumetric flow rate at axial 

location z ratioed to that at the nozzle exit. This parameter 
was valued 0.3 and 0.003 by Beuther and by Shabbir (both 
cited by Shabbir) and 0.15 in the present work. The corre
sponding Bu values were 3.8, 3.2, and 4.7, respectively. There
fore it appears that the discrepancy in proportionality constant 
seen in the literature may not be attributed solely to stratifi
cation. In the present work, heated data in the plume region 
exactly follow the - 1 / 3 decay law as required by similarity, 
and collapse consistently in all cases. Data in the transition 
region can be seen to gradually turn from the Z" 1 to Z _ 1 / 3 

slope. Transition appears to have been essentially completed 
by a value of Z = 2.0. In the transition region, the recom
mended relationship that connects nonbuoyant to plume is 
written: 

U=l.t (17) 

The mean axial profile widths, bu, for the isothermal cases 
are presented in Fig. 3(a). The data for bu were curve fit to 
Eq. (14) for determination of constants a, b, and c. The re
sultant constants are presented in Table 2. It can be seen that 
the increase in bu is linear with downstream distance (in Table 
2, b = 1.010), and weakly dependent on Reynolds number 
(c= -0.059). It can be seen in Fig. 3(a) that the isothermal 
profile width, and thus entrainment, are increased at low Reyn
olds number. Indication of increased entrainment at Reynolds 
numbers below 10,000 has been noted previously by Ricou and 
Spalding (1961), and current data confirm and quantify this 
observation. It can be seen that by a distance of 44 nozzle 
diameters downstream, bu/De increases by approximately 17 
percent from the lowest to highest Reynolds number consid
ered. Data and the corresponding curve fit approximations are 
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velocity distribution across the jet 
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Fig. 5 Effect of buoyancy and Reynolds number on the time-averaged 
fluctuating axial velocity distribution across the jet 

seen in the lower profiles of Fig. 4 for isothermal mean axial 
velocity at two Reynolds numbers. The increased profile width 
at lower Reynolds number is visible. Also seen in Fig. 4 is the 
velocity profile predicted by Eq. (9). The width parameter bu 

was calculated from Eq. (14) using the values of a, b, and c, 
in Table 2. Buoyant mean axial profile widths are seen in Fig. 
3(b) to be similar to the isothermal case. Now bu is a function 
of downstream distance, Reynolds number, Froude number, 
and nozzle exit density ratio. The values were curve fit to the 
form of Eq. (15) to determine the exponents a, b, c, d, and 
e. Again, the constants for the curve fit approximation are 
presented in Table 2. It is seen that bu increases with down
stream distance in a nonlinear manner (b = 0.8820). Reynolds 
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number and density ratio significantly affect results (exponents 
c= -0 .176ande= -0.179), while the effect of Froude number 
is seen to be less (d = 0.057). The smaller effect of Froude 
number reflects the fact that most of the data considered are 
in the nonbuoyant and transition region (Fig. 2b). The upper 
portion of Fig. 4 shows time mean axial velocity for two jets 
of similar Reynolds number at 44 nozzle diameters down
stream. It can be seen that the buoyant jet entrainment at this 
level is not significantly different from the isothermal. 

Now the turbulent flow quantities are considered. Curve fit 
approximations were developed for the region 10 to 44 nozzle 
exit diameters downstream. The data from 5 diameters were 
at substantially lower turbulence, and therefore in the near 
nozzle region, not the transition region. Figure 5 presents the 
axial fluctuating velocity for two isothermal cases of different 
Reynolds number (lower curves) and for an isothermal and 
buoyant case of similar Reynolds number (upper curves). Con
siderable scatter can be seen in the data. This is expected since 
transition from laminar to turbulent flow is unpredictable. The 
curve fit approximations of the data reflect axial centerline 
turbulence intensity (Q) approaching 29 percent. This com
pares well with the value of 28 to 29 percent observed in the 
fully developed flow region in previous works (Rodi, 1982). 
It is also seen that the higher Reynolds number jet exhibits a 
longer development length to reach the 29 percent asymptotic 
centerline value. Centerline turbulence intensity of the low 
Reynolds number jet rises to the fully developed value in a 
shorter distance. The velocity fluctuations in the low Reynolds 
number jet measurements and predicted profile are consistently 
higher than the high Reynolds number jet. The upper curves 
of Fig. 5 show the axial fluctuating velocity for the heated jet. 
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The values of the component constants in Table 2 show all 
four parameters—downstream location, Reynolds number, 
Froude number, and density ratio—to be significant. The cen-
terline value of 30 percent turbulence intensity attained at the 
farthest distances downstream compares favorably again with 
the 28 percent figure reported by Chen et al. Figure 5 shows 
that axial turbulence was 10 to 15 percent lower in the buoyant 
jet than in the isothermal jet of similar Reynolds number. The 
radial fluctuating velocity data and curve fit approximations 
also indicated that velocity fluctuations increased at lower 
Reynolds number, and decreased in the heated cases examined. 
These results are consistent as the higher Reynolds number jet 
and the buoyant jet both have more momentum driving them 
than the low Reynolds number isothermal jet. The asymptotic 
value of C2, centerline turbulence intensity in the radial di
rection, appears to be approximately 0.25 in the isothermal 
case, a good comparison to the survey results found by Rodi: 
0.23 to 0.25. The radial centerline turbulence intensity in the 
heated case is found to be approximately constant at 20 percent. 
This apparently low value indicates that the heated flows had 
not reached similarity in the turbulent terms by a distance of 
44 nozzle diameters downstream of the nozzle. 

Figures 6(a) and 6(b) show data for Reynolds stresses and 
the curve approximations. It can be seen in Fig. 6(a) that the 
isothermal jets of low Reynolds number had Reynolds stresses 
that were substantially higher than the high Reynolds number 
cases. This indicates that the turbulence flow field of the high 
Reynolds number flow is still developing at 20 nozzle diameters 
downstream. Figure 6(b) shows that the heated jet exhibited 
significantly lower Reynolds stresses than the isothermal jet. 
In the current work, the data and curve fit predictions con
sistently show that high Reynolds number and highly buoyant 
jets exhibit lower axial and radial fluctuations and lower Reyn
olds stresses. The magnitude of the variation as seen in Figs. 
6(a) and 6(b) indicates that failure to consider Reynolds stress 
variation would result in large errors in turbulence modeling. 
The correlation equation presented can be viewed as a specific 
turbulence model applicable to the axisymmetric buoyant or 
isothermal jet in the ranges examined. The ability of a general 
turbulence model to predict the turbulent terms correctly for 
an isothermal or buoyant axisymmetric jet can be assessed by 
comparison to the equations developed in the present work. 

Conclusions 

Isothermal and buoyant jets have been extensively measured 
to examine the effect of Reynolds number, buoyancy, density 
ratio, and downstream distance on the mean and turbulent 
velocity flow field. Correlation equations developed from the 
database allow prediction of mean axial velocity, fluctuating 
axial and radial velocities, and Reynolds stresses as a function 
of downstream distance and nozzle exit conditions. Centerline 
velocity decay was found to compare favorably with previously 
accepted values in the isothermal and nonbuoyant cases. A 
higher centerline velocity was found in the plume region than 
had been previously measured by some experimentalists, but 
the decay rate in this region was found to be proportional to 
z~wi as expected. Entrainment was found to be increased at 
low Reynolds numbers in both isothermal and buoyant jets. 
Examination of the turbulent terms revealed that turbulence 
consistently increased in low Reynolds number jets over high 
Reynolds number jets. It was found in the transition region 
considered here, that buoyancy decreased turbulence in jets of 
similar Reynolds number. The largest changes were seen in the 
Reynolds stress terms. Failure to consider the effect of buoy
ancy, Reynolds number, and density ratio on the turbulent 
flow field would result in large errors in turbulence modeling. 
The correlation equations presented here can assist in accurate 
turbulence modeling and testing. 
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A P P E N D I X A 
General Scaling Laws 

The dimensionless length and velocity scales for axisym
metric jets driven by both momentum and buoyancy at the 
nozzle exit are stated in Eqs. (3) and (4). These are derived by 
recognizing that in this buoyant flow there are three parameters 
of importance: initial momentum flux (peUlEfy, weight deficit 
or buoyancy (g(pe - Poo)U,I}e), and ambient density (p„). Forc
ing these three parameters to combine yielding dimensions of 
length gives: 

1 1/4 

z = AFrL Z, (Al) 

where Z is the dimensionless length scale. Similarly, combining 
the initial momentum, buoyancy fluxes, and ambient density 
to produce units of velocity: 

1/4 

w=t/„Fr~1/2 U. (A2) 

The centerline velocity of an isothermal round jet is known 
from similarity analysis to decay inversely with downstream 
distance. Equations (Al) and (A2) are combined using this 
relationship with an empirically determined proportionality 
constant, and recognizing that the quantities U and Z should 
be independent of density ratio (Chen and Rodi, 1980). The 
resulting relationship between dimensionless velocity and di
mensionless downstream distance for the nonbuoyant region 
of a buoyant jet is seen in Eq. (5). Similarly, it is known that 
centerline velocity of an axisymmetric plume decays in pro-
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portion to z" . Combining this knowledge with an empirical 
proportionality constant (Bu) and again Eq. (A2) yields Eq. 
(6): centerline velocity decay in the plume region of a buoyant 
jet. Equations (5) and (6) are then transformed back into phys
ical variables to determine a centerline velocity relationship 
(Eqs. (7) and (8)) predicted by this combination of dimensional 
analysis, similarity solution, and empirical knowledge. 

A P P E N D I X B 
Data Reduction Procedure 

For the application here, two modifications to the standard 
least-squares method were made in reducing the data to the 
form of Eqs. (9), (10), (11), and (13). The first is due to the 
nonlinear transformations necessary to express the above sim
ilarity equations in a form that is linear in the unknown coef
ficients. While the uncertainty of each velocity measurement 
is essentially equal, the uncertainty in the transformed (line

arized) equations is not. Therefore a weighted least-squares 
method was used (Taylor, 1982), in which each data point was 
weighted to compensate for the nonlinear transformation. A 
second modification was made due to the fact that the assumed 
polynomial profiles are only an approximation of the true 
physical system. For example, the polynomial approximation 
of mean axial velocity asymptotically approaches zero, while 
the jet will reach zero velocity in a finite distance. Therefore, 
subsets of points were considered for each curve fit, starting 
with the central points. Successively more points were added 
until the calculated curve was found to have minimized the 
true error between all calculated and measured values. For the 
mean axial velocity the true error to be minimized was defined: 

N 

True Err = 2 (";- "CALC ,)2- (Bl) 
/ = i 

The true error was similarly minimized in curve fit approxi
mations for the other experimental variables: u', v', and u' v'. 
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Mixed Correction Through Vertical 
Porous Annuli Locally Heated 
From the Inner Cylinder 
Mixed convection in a vertical annulus filled with a saturated porous medium is 
numerically and experimentally investigated. Calculations are carried out under the 
traditional Darcy assumptions and cover the ranges 10 <Ra<200 and 0.01 
<Pe<200. Both numerical and experimental results show that the Nusselt number 
increases with either Ra or Pe when the imposed flow is in the same direction as 
the buoyancy-induced flow. When the imposed flow opposes buoyancy-induced 
flow, the Nusselt number first decreases with an increase of the Peclet number and 
reaches a minimum before increasing again. Under certain circumstances, the Nusselt 
number for a lower Rayleigh number may exceed that for larger value. Nusselt 
numbers are correlated by the parameter groups Nu/Pe1'2 and Ra/Pe3'2. Good 
agreement exists between measured and predicted Nusselt numbers, and the occur
rence of a minimum Nusselt number in mean flow that opposes buoyancy is verified 
experimentally. 

Introduction 

An understanding of the convective heat transfer in porous 
annuli is essential for its numerous applications in geophysics 
and energy-related problems, such as insulation of buildings 
and pipes, design of regenerative heat exchangers, and thermal 
energy storage systems. Recently, it has received considerable 
attention for its application in the deep geological disposal of 
high level nuclear waste. In a proposed repository, a waste 
canister surrounded by crushed rock (the "engineered" barrier 
to radionuclide release) can be adequately modeled as a porous 
annulus. If the repository is flooded by groundwater, mixed 
convection at low Peclet number is the probable heat transfer 
mechanism. 

Unlike the literature on natural convection in vertical annuli 
and channels, the literature on the present problem is scant by 
comparison. Parang and Keyhani (1987) have obtained closed-
form solutions for the special case where the inner and outer 
walls are heated by uniform but unequal heat fluxes. Fully 
developed flow under the Darcy-Brinkman formulation was 
considered, and wall effects were parameterized by the group 
eAy2Da. Their solutions indicated that, for certain values of y 
and heat flux ratio, the heat transfer coefficient on one of the 
walls may diminish. 

Clarksean et al. (1988) conducted an experimental and nu
merical study of mixed convection for a large gap (7 = 11) 
annulus for which the inner cylinder is adiabatic and the tem
perature of the outer cylinder is constant. The study was mo
tivated by the development of geothermal energy extraction 
techniques. For 0.05 < Ra/Pe < 0.5, Nusselt numbers were 
proportional to (Ra/Pe) - 0 '5 , which indicated that forced con
vection dominated the heat transfer mechanism. Reda (1988) 
also investigated mixed convection for large radius ratio (7 = 
23.7). Using the total disappearance of buoyancy-induced up-
flow as a criterion and results of both experimental and nu
merical analyses, he concluded that the transition from mixed 
to forced convection in opposing flow occurs when Ra/Pe = 
0.5, regardless of the heated length or power input. However, 
the results for aiding flows and the heat transfer coefficients 
were not presented. Recently, Choi and Kulacki (1992) nu
merically investigated inertial and viscous effects for the same 
geometry. They observed an increase of the Nusselt number 
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due to the viscous and inertial effects in a limited range of the 
Peclet number for opposing flows. 

Muralidhar (1989) has numerically examined the effects of 
a superimposed mean flow in the direction of buoyancy-in
duced flow ("aiding" flow) in an annulus with constant tem
perature inner and outer walls (T, > T0). He considered the 
Darcy flow model for 0 < Ra < 500 and 0 < Pe < 10 for 
height gap = 10 and 7 = 1 (/•„//•,• = 2). Generally, Nusselt 
numbers occurred for 0 < Pe < 1. Muralidhar's results in
dicate that the region of mixed convection is defined by Ra > 
100 and 0 < Pe < 10. 

The purpose of the present study is to examine the influence 
of both aiding and opposing external flows on the buoyancy-
induced natural convection in vertical porous annuli. The ef
fects of radius ratio are taken into account in a numerical 
study. Measurements of heat transfer coefficients in aiding 
and opposing flows cover the free to forced convective heat 
transfer regimes. 

Formulation and Numerical Method 
The geometry considered is a vertical porous annulus in 

which a constant-flux heat source of finite length is located 
on the inner cylinder, while the outer cylinder is cooled at a 
constant temperature. The porous medium is assumed to be 
fully saturated and to possess homogeneous and isotropic 
properties. A pressure-driven external flow, either with or op
posite to buoyancy force, is maintained through the porous 
channel. The physical and mathematical models are sketched 
in Fig. 1. In the present study, the heater length equals the 
annular gap. 

Based on the Darcy law and Boussinesq approximation, the 
dimensionless governing equations are 

1 drp\ , d ( 1 dyj/\ _ _ R a 30 
Pe dR dR \yR + 1 dR dZ \yR + 1 dZ 

(1) 

dR \ dZj dZ \ dRt 

d ( d0~) 3 ( _ ddl 

^[{l+yR)^\+3z{il+^Jz\ 
where Ra, Pe, and coordinate variables are based on D. 

Boundary conditions are 

= Pe 
(2) 
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Fig. 1 A vertical porous annulus with a finite heat source of a length 
H = D: (a) Schematic figure, (b) Two-dimensional model with aiding ex
ternal flow. 

R = 0 
ZX<Z<Z2: \jy = 0, — = - 1 

dR 

0<Z<Z, 90 
z^zA/rt ^ = 0' ^=° 

R=\, 0 <Z<L/D: 

6 = 0, 
\j/ = 1 + -z for opposing flows 

(3a) 

1+ - I for aiding flows, 
(3b) 

where the downstream boundary conditions are based on the 
fact that the flow becomes parallel again after releasing a large 
portion of energy to the outer wall far downstream of the heat 
source, i.e., axial conduction is negligible for downstream 
(Roache, 1975). 

In computation, the upper and lower boundaries should be 
located far enough from the heat source to satisfy the above 
boundary conditions. A series of numerical experiments in
dicate that the improvement in the Nusselt number is less than 
2 percent when the distances from the upper and lower ends 
of the heat source to the upper and lower boundaries are greater 
than seven and four times the heater length, respectively. For 
the present numerical study, distances of fifteen and five times 
the heater length are allowed for the upper and lower bound
aries. With these choices, the boundary conditions are well 
satisfied at reasonable computational cost without sacrificing 
accuracy. However, the minimum distances have been chosen 
for the experimental apparatus, which will be described later, 
in order to reduce the cost of materials. It should be noted 
that Ettefagh and Vafai (1988) and Vafai and Ettefagh (1990) 
numerically tested the boundary conditions in open-ended cav
ities. The latter, in particular, investigated the effect of a spatial 
domain extension by increasing the size of the open-ended 
region. Through their extensive numerical experiments, they 
found that the heat transfer results were independent of the 
computational domain beyond a certain extension. 

A finite difference method has been employed to solve the 
governing equations given above. The dimensionless equations 
are discretized using the control volume approach (Patankar, 
1980). The convergence criterion, f, has been determined from 
a series of numerical calculations, i.e., 

\X" ' max "^ V» (4) 

0<R<\: 

rZ=0: \I>=-[R + 
yR' 
~2~ 
dd 

, = 0> 

dd 
IZ = L/D: -£ = 0, - = 0 

dZ dz 
dip dd 

^Z = L/D-4=(R + 1 J - \ , 9 = 0 

> for aiding flows 

> for opposing flows 

(3c) 

N o m e n c l a t u r e 

Ah = area of the heat source, m2 

Acs = cross-sectional area of the 
porous annulus, m2 

d = dimensionless average parti
cle diameter 

D = gap width = r0 - r„ m 
Da = Darcy number = K/D2 

h = heat transfer coefficient, W/ 
m2K 

H = heater length, m 
k = thermal conductivity, W/mK 
K = permeability of porous me

dium = e V 7 l 8 0 ( l - e ) 2 , m2 

Nu = Nusselt number = hD/k„, 
P = pressure, Pa 

Pnet = net power, W 
Pe = Peclet number = VgD/a 

q = uniform heat flux, W/m2 

Q = flow rate, m3/s 
r = cylindrical coordinate, m 

R = dimensionless distances on r 
axis = (/•-/•,)/£) 

Ra 

T 
u, v 

U = 

v„ = 

Vo 
z 

Z\ 

Zl 
Z 

Rayleigh number for porous 
medium, gfikLPq/avk,,, 
temperature, °C 
r and z direction dimensional 
velocity, m/s2 

/^-direction dimensionless ve
locity = ( 1/(1 +yR)) (dxP/dZ) 
Z-direction dimensionless ve
locity [ -1/ (1+ 77?)1 (&V/ 
dR) 
inlet velocity m/s 
vertical coordinate, m 
bottom of the heater, m 
top of the heater, m 
dimensionless distance on z 
axis = z/D 
thermal diffusivity of porous 
medium = k„,/pC, m2/s 
coefficient of thermal expan-

0/-1 — 1 

sion, C 
radius ratio parameter = D/ 

e 

r 
e 
p 
V 

p 

0 

= porosity 
= convergence criterion 
= dimensionless temperature 

(T- Tc)/{qD/km) 
= dynamic viscosity, kg/m • s 
= kinematic viscosity = p/p, 

m2/s 
= density of fluid, kg/m 
= stream function 

Subscripts 
c 

f 
h 
i 

m 
0 

s 

= cold outer wall 
= fluid 
= heat source 
= inner cylinder 
= porous medium 
= outer cylinder 
= solid 

= average 
N = number of iteration 
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(b) 

Fig. 2(a) Experimental apparatus, (o) Arrangement of heaters on the 
inner cylinder. 

where X denotes either the dimensionless temperature or the 
stream function. When f is less than 10"4, it is observed that 
no significant change in Nusselt number is achieved and the 
change in the maximum and minimum values of either stream 
function or dimensionless temperature is always less than 0.5 
percent. 

An iterative scheme with under/overrelaxation has been 
adopted to improve convergence. Both the stream function 
and the dimensionless temperature are overrelaxed for low 
Peclet numbers. Since the convergence of the solution pro
cedure also depends on initial guesses for the dependent vari
ables, reasonable selections of initial values are important. For 
the present study, the proper specification of the stream func
tion reduces the number of iteratives, while initial values of 
the dimensionless temperature do not affect Nusselt number 
significantly. For all the present calculations, therefore, a sec-

, ond-order function in R has been used for the stream function, 
while dimensionless temperatures are taken as zero initially 
throughout the domain. A uniform grid (26x626) has been 

LOCATION OF GAGE 20 THERMOCOUPLES 
(0.8118 mm DIAMETER) 

LOCATION OF GAGE 36 THERMOCOUPLES 
(0.1270 mm DIAMETER) 

1 

E 

I S9.8 ' ) I 

29.9 

t STRIP HEATERS 

[SCALE: mm] 

OUTER CYLINDER INNER CYLINDER 

Fig. 3 The arrangement and the position of thermocouples 

used since further refinement on the grid size, e.g., 31 X751, 
improves the Nusselt number and maximum stream function 
by less than 0.3 percent. An overall energy balance has been 
used as an additional check on the accuracy for each calcu
lation. For the present study, it is satisfied to within 2 percent 
for all values of Ra and Pe. The solution procedure and results 
of numerical calculations to determine the convergence cri
terion and grid size are omitted here for brevity. Computations 
are performed on a CYBER 205 supercomputer after vecto-
rization of the numerical code. Additional details are given by 
Choi (1990). 

After converged values of \p and 6 are obtained, heat transfer 
results are summarized in terms of the overall Nusselt number. 
The overall Nusselt number based on the gap width, D, is 
computed from Nu = (0)/,~'. For brevity, the term "overall" 
will be omitted from this point on. 

Experimental Apparatus and Procedure 
The design of the apparatus is shown in Fig. 2. The outer 

cylinder has been constructed of a 1066.8 mm X 304.8 mm 
i.d. (12 in. i.d.) aluminum alloy tube with a 4.8 mm wall 
thickness. The constant-temperature boundary condition is 
maintained by circulating cooling water through copper tubing, 
which was wrapped around the outer cylinder and soldered in 
place. The deviation from the average temperature, Tc, along 
the outer cylinder is within ±0.3 °C. The lower cylinder is 
made of 203.2 mm x 304.8 mm i.d. aluminum tube. To ob
serve and remove the trapped air due to the accumulation of 
air bubbles, a transparent Plexiglass tube has been used for 
the upper cylinder, and its size is the same as that of the lower 
cylinder. The upper and lower cylinders serve as an entrance 
or an exit depending on the flow direction, and flow straight-
eners (tube bundles) are installed to maintain a uniform flow 
in the entrance section. To minimize the influence of room 

Journal of Heat Transfer FEBRUARY 1992, Vol. 114 /145 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.1 1 Pe 5 10 

Fig. 4 Streamlines for aiding flow. Ra = 50, y = 1. (a) Ai/< = 2, (b) A^ = 0.3, 
(c) A0 = 0.15, (d) A^ = 0.15. 

0.1 1 Pe 5 10 

Fig. 5 Isotherms for aiding flow. Ra = 50, y = 1. (a)-(d) Afl = 0.03. 

temperature variations, the outer cylinders are wrapped with 
insulation. A 1270 mm x 152.4 ram o.d. x 6.35 mm thick 
Plexiglas tube has been used as a main inner cylinder. It is 
supported by a 181.2 mm x 152.4 mm o.d. brass cylinder. 
Six strip heaters, each 482.6 mm x 25.4 mm, are mounted on 
the grooved surface of the main inner cylinder to serve as heat 
sources. Each is designed to provide a uniform heat flux and 

0.1 1 Pe 5 10 

Fig. 6 Streamlines for opposing flow. Ra = 50, y = 1. (a)A^ = 2, (b)A^ = 0.3, 
(c)A^ = 0.15, <d)A^ = 0.15. 

0.1 1 Pe 5 10 

Fig. 7 Isotherms for opposing flow. Ra = 50, y = 1. (a)-(d) A0 = 0.03. 

is individually controlled. For the present study, the heaters 
numbered 3,4, and 5 in Fig. 2 are used. To avoid radial and 
axial heat conduction, a layer of polystyrene insulation has 
been installed between the heaters and grooved surface. 

Duplex insulated copper-constantan (type T) thermocouples 
have been used for all temperature measurements, and Fig. 3 
illustrates their arrangement in the apparatus. Since the cal-
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culation of Nusselt numbers requires the knowledge of average 
surface temperature of the heater, seven thermocouples are 
placed on the surface of each heater. To minimize the inter
ference to the flow field, fine gage thermocouple wires (36 Ga, 
0.1270 mm dia) have been used. Five arrays of eight ther
mocouples are used to measure the temperature of the outer 
cylinder, and relatively thick thermocouple wires (20 Ga) are 
used. 

Thermocouple junctions are attached to the surface of the 
heater and the main outer cylinder by applying high-temper
ature, high-thermal-conductivity epoxy adhesive. Additional 
details of the experimental apparatus, its operation, and related 
instrumentation and data processing are provided by Choi 
(1990). 

Experiments have been performed using randomly oriented 
3-mm-dia glass beads and water to comprise the porous me
dium. A series of tests indicates that the accuracy of each 
temperature reading is within ±0.2°C, and the fluctuation of 
each thermocouple reading is less than 0.05 °C. The permea
bility used in the calculation of Ra is based on the Kozeny-
Carman equation, and the thermal conductivity is based on 
the mean thermal conductivity, km based on the mixture rule 

km = ekf+(l-e)ks. (5) 

It has been reported that this model, although simple in form, 
gives very responsible values of the stagnant thermal conduc
tivity as long as there is no significant difference between kf 

and ks. In the present experiments, 0.63 < kj/ks < 0.65. 
Values of temperature used to determine dimensionless 

groups are averages of three readings over a five minute period. 
In the calculation of the Nusselt, Rayleigh, and Peclet numbers, 
the values of fluid properties are determined at the average 
fluid temperature (Tc+ Th)/2. The net power to the heaters, 
Pmt, is used in calculating the Rayleigh and Nusselt numbers. 
Thus, 

R a = i^^ a n d N u = _£4_ . 
vakmAh Ah(Th- Tc)km 

The Peclet number is determined from 

where Q and Acs denote the flow rate of forced flow and the 
cross-sectional area of the annulus, respectively. 

After the preparation of the test section is completed, power 
to the heaters and variable speed micropump are turned on. 
Voltages supplied to the heaters are carefully controlled to 
obtain a desired Rayleigh number, while the micropump is 
adjusted to achieve a desired flow rate through the annulus. 
To achieve the constant temperature, Tc, along the outer cyl
inder, the flow rate of cooling water is controlled carefully, 
and deviations from the average temperature along the outer 
cylinder are generally within ± 0.3 °C at steady state. Suf
ficient time, typically three to twelve hours, has been allowed 
in order to let the system reach a steady state. The Nusselt and 
Rayleigh numbers are considered to have reached constant 
values when fluctuations of Th and Tc are negligible. 

Based on the law of summation of fractional errors, esti
mated experimental uncertainties are 4 percent and 3.9 percent 
for the Rayleigh and Peclet numbers, respectively, while the 
uncertainty for the Nusselt number ranges from 5 to 13.6 
percent. The uncertainty in the Nusselt number is a maximum 
when the temperature difference between the heat source and 
the outer cylinder is minimum; thus, the higher uncertainties 
are generally expected at either the low Rayleigh numbers or 
the high Peclet numbers. 

Results and Discussion 
The effects of aiding and opposing imposed flows on buoy

ancy-induced convection can be well visualized in Figs. 3-6 at 

c d 

o 1 10 Y o 1 io 
Fig. 8 Curvature effects on velocity and temperature fields for aiding 
flow. Ra = 50. (a), (b) Af = 0.25, {c)At = 0.5, (d)-(f) Afl = 0.03. 

o 1 10 Y o 1 io 
Fig. 9 Curvature effects on velocity and temperature fields for opposing 
flow. Ra = 50. (a), (b)A^ = 0.3, (c) A^ = 0.5, (d)-(f) AS = 0.03. 

Ra = 50. When the Peclet number is small, flow and temper
ature fields retain the major characteristics of natural con
vection. With the heat source located on the left side, i.e., the 
inner cylinder, the rotational direction of the recirculation cell 
is clockwise. As the Peclet number increases, an influence of 
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Fig. 10 Nusselt numbers for y = 1 

the flow direction on the location of the recirculating cell is 
observed; i.e., for aiding flows, the cell is pushed toward the 
outer wall (Fig. 4b) as the upflow is swept toward the heat 
source by the clockwise circulation cell. Thus, the cold flow 
directly contacts the surface of the heat source, and the con-
vective heat transfer coefficient is expected to be enhanced as 
Pe increases. 

For opposing flows, the downward throughflow again fol
lows the clockwise natural convection cell and is swept toward 
the outer cylinder surface. Consequently, the natural convec
tion cell is pushed toward the heat source (Fig. 6(b). The 
"trapped" recirculating cell near the heat source raises the 
average temperature of the heat source, and thus the heat 
transfer coefficient is reduced. Reda (1988) also reported sim
ilar development in streamline patterns as the rate of the down-
flow increases. As the Peclet number increases further, the 
strength of the recirculating cell becomes weaker for both 
aiding and opposing flows (Figs. Ac and 6c). At Pe = 10, the 
natural convection cell finally vanishes (Figs. 5d and Id); this 
indicates the weakening buoyant forces as the momentum of 
the external flow becomes large. As shown in Figs. 5 and 7, 
wall plumes move downstream from the region next to heat 
source as Pe increases. 

Curvature effects on flow and temperature fields are also 
significant, as shown in Figs. 8 and 9. As the radius ratio 
parameter increases, the strength of the convective cell de
creases considerably for both aiding and opposing flows. Based 
on this observation, it is expected that the convective cell will 
eventually vanish when the radius ratio parameter approaches 
infinity; i.e., the influence of the cold outer wall diminishes. 
Thus, the convective heat transfer coefficient is expected to 
approach an asymptotic value as the radius ratio parameter 
approaches infinity. 

Nusselt number as a function of the Peclet number is shown 
in Fig. 10. The Nusselt number is primarily a function of the 
Rayleigh number in the natural convection regime (Pe<0.1, 
approximately), while it is a function of the Peclet number in 
the forced convection regime (Pe > 50, approximately). 

For aiding flows, as mentioned earlier, the cold external 
flow always contacts the surface of the heat source; therefore, 
an increase in either the Rayleigh or the Peclet number enhances 
the heat transfer coefficient. For opposing flows, the external 
flow always acts against buoyancy, and buoyancy-induced cir
culation is suppressed and the natural convection cell is trapped 
near the heat source. Such an interaction leads to a reduction 
in the Nusselt number until the cold opposing flow starts to 
contact the surface of the heat source. For Ra = 50, as an 
example, Fig. 10 shows that the Nusselt number reaches a 
minimum point when the Peclet number reaches approximately 
six and seven, or Figs. 6(c, d), imply that the direct contact 
of opposing flow to the heat source starts to occur in the same 
range of Peclet numbers. After this point, the Nusselt number 
increases, since the cold external flow transfers heat away from 

Pe = 100 

Nu 

Aiding 

Opposing 

Pe = 10 

-X. 

0 2 4 6 8 10 
r 

Fig. 11 Effects of radius ratio on the Nusselt number. Ra = 50. 

the heat source and forced convection eventually dominates 
the flow and the temperature fields. 

Figure 10 further indicates that the deviation of the Nusselt 
number from the natural and forced convection asymptotes 
occurs at the higher Peclet numbers as Ra increases for both 
aiding and opposing flows. It is obvious that stronger forced 
flow is needed in order to influence, or wipe out, the vigorous 
natural convection cell at the high Rayleigh number. It is also 
apparent that the start of mixed or forced convection in aiding 
flow occurs at higher Peclet numbers than those for opposing 
flow. Later the "5 percent deviation rule" by Sparrow et al. 
(1959) will be applied to determine the mixed convection region 
and confirm these observations. 

The effects of curvature on the heat transfer results are 
shown in Fig. 11. It is observed that the enhancement of the 
Nusselt number occurs with an increase in the radius ratio 
parameter. Nusselt numbers increase as 7~10 and eventually 
approach asymptotic values when 7 > > 10, which corresponds 
to the case that the inner cylinder is located in an infinite porous 
medium. Minkowicz and Cheng (1976) reported a similar result 
with a different boundary condition, i.e., the surface temper
ature of the cylinder varying as the function of a vertical 
coordinate. 

The full range of convective heat transport, from natural to 
forced convection, is covered by the present experiments, i.e., 
0.1 < Pe < 150 and Ra = 50, 100, 150, and 200. The tem
perature distribution on the heater surface is important in 
obtaining the heat transfer results not only because the Nusselt 
number is inversely proportional to the average dimensionless 
temperature on the heater, but also because the Rayleigh and 
Peclet numbers are functions of temperature-dependent fluid 
properties. In general, the temperature distribution on the 
heater surface is greatly influenced by the power input and the 
velocity of the forced flow. Figures 12(a) and 12(b) demonstrate 
the temperature distribution on the heater surface for selected 
cases. The experimental data are in good agreement with the 
numerical results at the low Peclet number (Pe = 1 and 10), 
and the deviations between these two results are generally within 
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Fig. 12 Temperature variation on the heated surface. Ra = 100. (a) Aid
ing Flow (b) Opposing Flow. 

10 percent. Dimensionless temperatures decrease as the Peclet 
number increases for aiding flow, but for opposing flow, they 
increase along the heater surface toward the minimum value 
of the Nusselt number (i.e., at Pe = 10). With an increase in 
Pe to 100, the percentage differences in numerically and ex
perimentally obtained Nusselt numbers are pronounced for 
each case. Clearly, Figs. 12(a) and 12(6) indicate that the ex
perimental measurements of dimensionless temperature at Pe 
= 100 are larger than the numerical predictions; i.e., the meas
ured Nusselt numbers are expected to be lower than those 
obtained numerically, which will be discussed later. For op
posing flows, the maximum temperature on the heated surface 
moves down the heater surface as the Peclet number increases. 
Since forced convection is fully dominant at Pe = 100, the 
maximum and minimum dimensionless temperature points for 
aiding and opposing flows are at opposite points on the heater 
surface. 

For selected cases (Ra = 100 and 200), heat transfer results 
in terms of the Nusselt number on the heated surface as a 
function of the Peclet number are presented in Figs. 13(«, b). 
The experimental data agree quite well with the numerical 
results at the lower Peclet numbers (Pe < 50). The maximum 
difference between the numerical predictions and experimental 
measurements is 15 percent, but mostly they are within 10 
percent. For opposing flow, predictions agree well with the 
measurements near the minimum Nusselt numbers. When Pe 
> 50, the experimental data are 5 to 20 percent less than the 
numerical results. One of the possible reasons for the deviation 
of the data is non-Darcy effects, since the Nusselt number 
generally decreases in this Peclet number range due to the 
viscous and inertial effects, and the difference between the 
numerical results based on Darcy's model and experimental 
data should increase as either Ra or Pe increases if non-Darcy 
effects are the main reason (Choi and Kulacki, 1992); In gen
eral, the Darcy model is considered to be valid as long as the 
Reynolds number based on the square root of permeability 
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Nu 
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Experimental 

Ro 
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98.5-101.4 

" A A 
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I I L-
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i j u L . 
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Ra 
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A 
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™s= 

0.01 100 
Pe 

(b) 
Fig. 13 Comparison of predicted and measured Nusselt numbers, (a) 
Ra = 100(b) Ra = 200. 

does not exceed unity (Cheng, 1985; Bejan, 1987). For the 
present study, the maximum Reynolds number is less than 
10"2; therefore, viscous and inertial effects are not the primary 
reason for the deviation from the numerical results. 

In the present experiments, (Th- Tc) generally decreases as 
the Peclet number increases, and it is observed that the ex
perimental data are widely scattered and lower than the nu
merical results when (Th- Tc) < 30°C as mentioned earlier. 
Therefore, the measurement error in temperature readings due 
to the decrease of (Th- Tc) may be a major reason for the 
increase of the deviation at higher Peclet numbers. It should 
be noted that relatively cold cooling water (5°C< JT C <8°C) 
has been used for the high Peclet number range in order to 
increase the temperature difference and improve the accuracy 
of experimental results. 

Another possible cause of the deviation is due to the stagnant 
thermal conductivity (km) at the high Peclet numbers. Prasad 
et al. (1985) proposed a model to obtain the effective thermal 
conductivity in order to explain the deviation of the experi
mental data at the very high Rayleigh numbers range for nat
ural convection in a vertical porous annulus. Such a model 
can be valid if other possible errors of the experimental data 
are fully explained and corrected. However, the model has not 
been adopted here since part of the error may be due to the 
small difference between Th and Tc. 

The numerical heat transfer results can be reduced to cor
relations between Nusselt, Rayleigh, and Peclet numbers for 
7 = 1, 0 < Pe < 200, and 50 < Ra < 200. Correlations are 
sought in the form 

c3 Nu 

Pe0 = Pe' 
(8) 

The constant a can be obtained from [d (InNu) /d {InPe) ] in the 
forced convection region where ln(Nu) depends linearly on 
In (Pe); therefore, a - 1/2 from Fig. 10. Through a regression 
analysis of the numerical results based on Darcy's law, the 
constant b = 3/2. In the limit of natural convection (Pe — 
0), the above correlation shows that the Nusselt number de
pends approximately on Ra1/3, while the influence of the Peclet 
number is negligible. In the mixed convection regime, the pro
posed form gives an excellent regression line for aiding flows. 
However, for the opposing flows, the regression line does not 
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Fig. 14 Comparison of numerical correlation and experimental data, (a) Aiding Flow (b) Opposing Flow. 

fit the numerical data for 0.1 < Ra/Pe3 /2 < 10, although the 
correlation gives good agreement between experimental data 
and numerical predictions in the natural and forced convection 
limits. This is primarily due to the decrease of Nu/Pe in the 
mixed convection region. After a series of trials of possible 
correlation equations, it is found that the results can best 
correlated in the following form: 

Nu 

Pe0 = Q + C, 
Ra 
Pe" 

c3 

Ra 
+ C5 

Ra 
Pe6 + C6 exp 

Ra 
Pe6 

1.3 
(9) 

Here, the second-order function corrects the discrepancy, and 
an exponential function restricts the influence of the second-
order function in 0.1 < Ra/Pe3 /2 < 10. Therefore, the ad
ditional term on the right-hand side of Eq. (9) is negligible in 
the natural and forced convection limits. For aiding flow, 

regression lines are nearly the same as expected. Both figures 
indicate that the experimental data in the form of Nu/Pe l / 2 

are in good agreement with the regression lines in the mixed 
and natural convection regime, i.e., 1 < Ra/Pe3 /2 < 105, while 
the experimental data are consistently lower than the numerical 
predictions as the flow approaches the forced convection re
gime (Ra/Pe3/2 — 0). This is primarily due to the difference 
between the numerical predictions and measurements at high 
Peclet numbers (Fig. 13). 

The dependence of the mixed convection regime on the Ray-
leigh number and the forced flow direction was discussed 
earlier. In order to verify this, the "5 percent deviation rule" 
has been applied to the present results. Originally, Sparrow et 
al. (1959) established the rule as a criterion for pure, mixed, 
and forced convection in fluids. This rule states that a flow 
for which the heat transfer results differ by more than 5 percent 
from that for forced or natural convection is considered a 
mixed flow. Based on the numerical correlations in Fig. 14, 
the following criteria have been obtained: 

Natural convection regime: 
Mixed convection regime: 
Forced convection regime: 

Aiding flow 

Ra/Pe3 /2>9800 

Opposing flow 

Ra/Pe3 / 2> 17100 
0.2<Ra/Pe3 / 2<9800 0.6<Ra/Pe3 / 2< 17100 

<Ra/Pe 3 / 2 <0.2 

The corresponding mixed convection regimes at Ra 
100, 150, and 200 are: 

Ra/Pe3 / 2<0.6 

50, 

Ra=50: 
Ra=100: 
Ra=150: 
Ra = 200: 

Aiding flow 

0.030 < P e < 39.69 
0.047 < P e < 63.00 
0.062<Pe<82.56 
0.075 < P e < 100.00 

Opposing flow 

0.024<Pe< 19.08 
0.033 < P e < 30.29 
0.043 < P e < 39.69 
0.052<Pe<48.09 

Nu 

Pe1/2 2.924 + 0.669 
Ra 

Pe3/: 

0.333 

(10) 

where the standard deviation of the correlation is 0.195. For 
opposing flow, 

0.300 

2.084+1.886 
Nu 

Pe1 PeJ 

+ 1.895xl0^5 

0.312-0.814 

Ra 

Ra 

Pe3' 

PeJ 

1.3 J 
(11) 

VP^) J 6XP 

where the standard deviation of the correlation is 0.101. 
Figure 14 compares the regression lines and experimental 

data for aiding and opposing flows. In the limit of natural or 
forced convection (Ra/Pe3/2 - 105 or Ra/Pe3 /2 - 10 ~2), both 

The above results confirm that the Nusselt number deviates 
from the natural and forced convection asymptotes at higher 
Peclet numbers as Ra increases, and that the mixed and forced 
convection regimes begin at lower Peclet numbers for opposing 
flows. It should be further noted that the transition from the 
mixed to forced convection in opposing flow occurs at Ra/ 
Pe3/2 = 0.6, which is different from the results of Reda (1988), 
i.e., Ra/Pe = 0.5. This discrepancy is apparently due to dif
ferences in the radius ratio parameter, inlet and exit boundary 
conditions, criterion for the transition point, and ranges of 
the Peclet and Rayleigh numbers. 

Conclusion 
Mixed convection in a vertical annulus filled with saturated 

porous media has been numerically and experimentally inves
tigated. Overall, the experimental data are in good agreement 
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with the numerical results for mixed convection in aiding and 
opposing flows. Particularly important for opposing flows, 
the decrease of the Nusselt number in a limited range of the 
Peclet numbers has been experimentally identified. Based on 
numerical results, correlations through nonlinear regression 
analysis have been obtained. For 50 .< Ra < 200 and 0.01 < 
Pe 200, the results are best correlated by Nu/Pe1 /2 and Ra/ 
Pe3/2. The results have been compared with the experimental 
data, and the comparison shows good agreement when Ra/ 
Pe3/2 > 1 , i.e, in mixed and natural convection regime. 
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Convective Nucleate Boiling on a 
Heated Surface Cooled by an 
Impinging, Planar Jet of Water 
Convective nucleate boiling has been studied on aflat, upward facing, constant heat 
flux surface cooled by a planar, impinging water jet. Surface temperature distri
butions are presented for jet velocities between 1.8 and 4.5 m/s, fluid temperatures 
of 30, 40, and 50°C, and heat fluxes between 0.25 and 2.5 MW/m1. Although the 
critical Reynolds number, Rextf,c, is independent of heat flux for q" < q'bm> boiling 
incipience strongly affects the transition to a turbulent boundary layer. As the heat 
flux increases, vapor bubbles ofl mm diameter first appear at the point of maximum 
surface temperature, which also marks the onset of boundary layer turbulence. The 
leading edge of these bubbles moves toward the stagnation line and Re„ iC decreases 
with further increases in heat flux. Acceleration in the stagnation region stabilizes 
the flow, however, so that boundary layer turbulence is restricted to x/wj > 1.6. 
With increasing heat flux, vigorous nucleate boiling covers more of the heater and 
surface temperature variations decrease. 

1 Introduction 

Forced convection increases the critical heat flux (CHF) in 
nucleate boiling, thereby extending the maximum possible heat 
flux for many applications. The desired fluid motion can be 
induced by an impinging jet, applications of which include the 
cooling of hot sheet materials and arrays of coplanar computer 
chips. 

Ruch and Holman (1975) measured average convection coef
ficients for a circular R-l 13 jet in convective nucleate and film 
boiling (Table 1). The authors reported that the jet velocity 
and diameter affect the radius of nucleate-to-film boiling tran
sition, but do not affect the nucleate boiling convection coef
ficient. Ma and Bergles (1983,1986) measured stagnation point 
heat transfer to a R-l 13 jet. They found that the convection 
coefficient depends on the jet velocity and temperature in sin
gle-phase convection but is independent of velocity and shows 
limited sensitivity to free-stream temperature in fully developed 
nucleate boiling. 

Since heat fluxes ranging from 106 to 107 W/m2 are needed 
to support flow boiling in an impinging water jet, related 
studies have been limited to small test areas. Ishigai et al. (1978) 
measured partial and fully developed nucleate boiling, as well 
as film boiling, heat transfer at the stagnation line of a planar 
water jet. Steady and transient experiments were performed. 
Although the partial boiling results and CHF were sensitive to 
fluid temperature and jet velocity, these parameters had little 
effect on the developed portion of the boiling curve. Similar 
results were reported by Miyasaka and Inada (1980) and Mi-
yasaka et al. (1980), who showed that partial boiling could be 
estimated as the sum of independent contributions of single-
phase convection and fully developed nucleate pool boiling. 

Hatta et al. (1983, 1984) and Kokado et al. (1984) have 
studied the quenching of a steel plate from 900°C with a cir
cular water jet. The authors measured local temperatures and 
solved the transient conduction equation in the plate to obtain 
the heat flux at the cooled surface. They suggest the existence 
of a single-phase convection region directly beneath the jet, 
followed by nucleate and film boiling with increasing radial 
distance from the stagnation point. The maximum radius for 
single-phase convection increased with time. 

This study examines boiling heat transfer from a uniform 
heat flux surface to a planar free-surface jet. The results are 
unique in that local measurements have been made in the 
stagnation (x/wj = 0), impingement (0 < x/wj < 3), and 
parallel (x/wj & 3) flow regions. It is therefore possible to 
evaluate combined forced convection and nucleate boiling 
processes in the transition from laminar to turbulent boundary 
layer flow. 

2 Experimental Method 

Since a detailed description of the experimental procedures 
has been published (Vader et al., 1990a), this discussion is 
limited to essential features of the apparatus and measurement 
method. Heat transfer to the jet was computed from measured 
heater temperatures and power. To facilitate these measure
ments, thin plate heaters were made from 304 stainless steel 
and Haynes alloy number 230 (Fig. 1G). Each plate was 260 
mm long and 35.7 mm wide and of thickness equal to 0.381 

Table 1 Experimental studies of impingement cooling with convective 
nucleate boiling 
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Atiiliors 

Ruth and Holman 
( I ' m ) 

Ma and Beruics 
(1983. 1986) 

KhigaieiaU!978) 

Miy;is;ika and Inada 
(1980) 

\1iy;isiik;i, Inada and 
Owasc(]9S0) 

Hatta et al. (1983, 1984) 
Kokado el al. (1984) 

Fluid 

R-l 13 
AT s u b=47.6°C 

R-113 
0 < AT,ub < 29.5°C 

Walcr 
5 < ATsub < 75°C 

Water 
AT5llb = 85°C 

Walcr 
ATm b - S5°C 

Water 
l 2 £ A T s u b <80°C 

Jet 

Circular, free-surface 
1.23 < V n < 6.87 m/s 
0.21 < d < 0 . 4 3 m m 
Hid = 22.6 

Circular, submerged 
1.08< Vn < 10.05 m/s 
d= 1.07 mm, 1.81 mm,H/d = 2 

Planar, free-surface 
0.6 < Vn < 4 m/s 
wn = 6.2 mm 
H/wn = 2.4 

Planar, free-surface 
V n < 16 m/s 
wn = 10 mm 
H / w 0 = \ . 5 

Planar, free-surface 
Vn < 16 m/s 
wn - 10 mm 
H/wn = 1.5 

Circular, free-surface 
Vn < 1.5 m/s 
d= 10 mm 
5< HA1 ^ 60 

Ileal Source 

Facing down 
Indirect heating 
D= 12.9 mm 
7 x l 0 4 < q " < 7 x l ( ) ^ W/m2 

Vertical 
Indirect healing 
5x5,3x3 mm 
103 < q " < 7 x K ) 6 W/m2 

Facing up 
Direct healing 
12x20 mm 
3xl05 < t | " < 2 x ) 0 7 W/m2 

Facing up 
Quench (T, = M)00QQ 
12x80x2 mm 

Facing up 
Direct healing 
4 x 8 mm 
I0d < q " < 5 x l G 7 W/m2 

Facing down 
Indirect heating 
1.5 < D < 2 m m 
I 0 6 < q " < 5 x l 0 7 W/m2 

Facing up 
Quench (T; = 900°C) 
200 x 200 x 10 mm 
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A. Plenum and Slot Jet 
B. Male Dovetail 
C. Female Dovetail 
D. Mounting Block 
E. Flexible Bus 
F. Rigid Bus 
G. Heater 
H. Moving End Power Lug 
I. Fixed End Power Lug 
J. Dryside Enclosure 

Fig. 1 Assembly drawing of the heater module 

mm for the stainless steel and 0.635 mm for the Haynes 230. 
A 119-mm-long portion of the plate was heated by an electric 
current, and when installed in the heater module, the plate was 
placed in tension by a spring-loaded dovetail assembly to in
hibit buckling (Fig. IB, C). Air jets (Fig. 1A) prevented water 
from passing through the sliding contact between the heater 
(Fig. 1G) and the enclosure on which it rested (Fig. U). The 
surface of each heater was treated by vapor blasting, using a 
325 mesh, silica rock based abrasive in a Liquid Honing Model 
2820 blaster. This treatment insured a consistent boiling surface 
for each test. 

A cartridgelike measurement module (Fig. 2) was designed 
for insertion into the cavity below the heater plate (Fig. 1). 
Temperatures were measured by spring-loaded thermocouples 
at the dry face of the heater. The thermocouples were posi
tioned at 5.08-mm intervals along the longitudinal midline (Fig. 
3). A metal-filled paste reduced thermal conjtact resistance 
between the thermocouple junction and the heater. The paste 
also electrically isolated the thermocouple circuits from the 
heater. Substrates A and B (Fig. 2), which were pressed against 
the heater by springs, insulated the dry face of the heater so 
that the corresponding surface heat flux was small compared 
to the heat flux at the wetted face. The temperature and heat 
flux at the wetted face were found by solving the steady heat 

A. Alumina Felt Substrate 
B. Lava Substrate 
C. Bakelite Substrate 
D. Bakelite Mounting Block 
E. Alumina Tube 
F. Brass Cylinder 
G. Spring 

(to load a thermocouple) 
H. Bakelite Cylinder 
I. Set Screw 

(to set the thermocouple loading) 
J. Spring 

(to load substrates A-C) 
K. Substrate Guide Pins 
L. Set Screw 

(to retain substrates A-C) 
M. Threaded Insert 
N. Cap Screw 

(to join substrates B and C) 

Fig. 2 Assembly drawing of the measurement module 

equation for the plate. Boundary conditions were assigned 
from a least-squares cubic spline fit of the measured temper
atures (Vader et al., 1990a). 

Heat dissipation in the plate was controlled with a d-c power 
supply whose peak output was 15 kW (1500 A and 10 V). The 
Joulean heat generation term in the energy equation for the 
plate was computed from the voltage drop across the heated 
section and the electrical resistivity of the heater material. The 
voltage drop was measured by a differential probe positioned 
along the heater midline. 

Characterizing heat transfer to the impinging jet requires 
knowledge of the jet's temperature, velocity, width, and ther-
mophysical properties. The jet temperature, which was con
trolled by a heater and cooling coil in a water reservoir, was 

Nomenclature 

D = diameter of a circular heated 
area 

d = diameter of a circular jet 
H = nozzle discharge-to-heater 

spacing 
h = heat transfer coefficient; spe

cific enthalpy 
k = thermal conductivity 

n" = area number density of active 
nucleation sites 

q" = heat flux 
Re, = jet Reynolds number = 

VjW/p 
Re« = pla t e Reynolds number = 

u^x/v 
rc = minimum cavity radius for 

bubble growth 

c = 
T = 

Ar s a t = 
Ar s u b = 

u = 
V --
V -

w = 
X = 

y --

6 = 

V -

p = 
a = 

= temperature 
= wall superheat = Tw — Tsat 

= liquid subcooling = Tsni -
Tf 

= x component of velocity 
= jet velocity 
= specific volume 
= jet width ' 
= streamwise position measured 

from the stagnation line 
= vertical position measured 

from the plate surface 
= velocity boundary layer thick

ness 
= kinematic viscosity 
= density 
= surface tension 

/ 
fg 

g 
i 

J 
n 

ONB 
OVB 

sat 
sub 

w 
8 

Subscripts 
critical value associated with 
onset of boundary layer tur
bulence 
property of the liquid 
difference in a property for 
saturated vapor and saturated 
liquid 
property of the vapor 
initial 
value for the impinging jet 
value at the nozzle discharge 
onset of nucleate boiling 
onset of visible boiling 
saturated condition 
subcooled condition 
value at the heated surface 
value at distance 5 from the 
heated surface 
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Fig. 3 Schematic drawing of the experiment 

Camera 

Fig. 4 
study 

Arrangement of the flash and camera used in the photographic 

measured in a plenum directly above the nozzle entrance. The 
flow system could deliver between 1 and 7 1/s at temperatures 
between 20 and 60°C through a 10.2 mm by 105 mm rectan
gular nozzle discharge (Fig. 3). A convergent nozzle, with a 
honeycomb straightener at the entrance, was used to minimize 
turbulence in the flow. Jet velocity and width were corrected 
for the effects of gravitational acceleration between the nozzle 
discharge and the impingement surface (Table 2). 

Stop action photographic studies of vapor in the flow were 
made using a 0.5 /is flash. Key to the flash-camera arrangement 
of Fig. 4 is the propagation of light from the flash at a right 
angle to the viewing direction of the camera. When the surface 
of the heater was polished, vapor bubbles appeared white 
against a black background, since the heater reflected the flash 
specularly and only light scattered by the bubbles entered the 
camera's field of view. Roughening the heater surface, how
ever, increased diffuse reflection, which reduced the contrast 
between the bubbles and the heater. 

The standard procedure for computing experimental uncer
tainty in single sample experiments (Moffat, 1988) was applied, 
and uncertainties were estimated as follows: temperature, 8(TW 
- T/)/(Tw- Tf) = ± 10 percent; convection coefficient, 8h/ 
h « ±12 percent; jet velocity, SV/Vj ~ ±3 percent; jet width, 
bWj/\Vj w ±3 percent; Reynolds number, SRe/Re,- = ±5 
percent and SRe^/Re*,, = ±5 percent. These uncertainties 
are based on 20:1 odds and do not account for variations caused 
by system specific parameters. 

Repeatability measurements were made on several different 
heaters. Nonboiling heat transfer data were repeatable to within 
±5 percent. However, due to the effect of noncondensibles 

Fig. 5 Effect of heat flux on local surface temperature when Vt 

1.8m/sand T, = 30°C 

Table 2 Jet velocity and width for various flow rates when w„ = 10.2 
mm and H = 89.7 mm 

Gds"1) 
1.26 
1.74 
2.21 
3.15 
3.79 
4.42 

Vn(ms- ') 

1.23 
1.69 
2.13 
3.05 
3.66 
4.28 

Vj(ms_1) 

1.8 
2.1 
2.5 
3.3 
3.9 
4.5 

Wj (mm) 

6.9 
8.0 
8.6 
9.3 
9.6 
9.7 

on boiling incipience, results downstream of incipience showed 
deviations of up to ±20 percent. Sensitivity to variations in 
the concentration of noncondensibles diminished, however, as 
boiling approached fully developed conditions. The repeata
bility at higher heat fluxes was within the experimental un
certainty. 

3 Results and Discussion 
Interactions between convective and boiling heat transfer 

were examined using quantitative and photographic data. The 
heat flux was varied in approximately 0.25 MW/m2 increments 
(Fig. 5), and each experiment for which the heat flux exceeded 
approximately 0.75 MW/m2 was photographed to identify re
gions of boiling on the heater surface (Fig. 6). 

As shown in Fig. 5, at the lowest heat flux, 0.25 MW/m2, 
heat is dissipated by single-phase convection. The thermal 
boundary layer thickness increases in the stream wise direction, 
thereby increasing the resistance to heat transfer and the sur
face temperature. Although not shown in the figure, a local 
maximum in temperature would eventually be reached down
stream of the stagnation line, near the onset of transition to 
turbulence in the boundary layer. Turbulent mixing would 
reduce the resistance to heat transfer, causing a reduction in 
the surface temperature. With incipient boiling, however, 
boundary layer transition is accelerated, thereby advancing the 
location at which the surface temperature begins to decrease. 

Incipient Boiling. A vapor bubble immersed in a liquid will 
grow when its thermal pressure, which depends on the wall 
superheat, is sufficient to overcome surface tension forces, 
which are inversely proportional to the bubble radius. For 
uniform surface heat flux, Hsu (1962) established the following 
expression between the superheat and the incipience heat flux: 

(AT 1 - ^ O N B ^ s a t 
( A J s a t ) O N B - , , ( i ) hfji WPS 
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where

B= 2aTsat vfg (2b)
hfg

Additional wall superheat will activate nucleation sites of
smaller and larger radii. If no cavity of size,c contains a vapor
embryo, additional wall superheat or heat flux will be required
to initiate boiling.

Conditions for boiling incipience were estimated from Eqs.
(1) and (2) and were also determined photographically by iden
tifying the position of the first observed vapor bubble down
stream of the stagnation line. The results are summarized in
Table 3. Boiling point suppression due to stagnation pressure
rise was estimated to be approximately 1.5 percent for the
lower velocities and 4.5 percent for the higher velocities. This
effect was neglected since the magnitude is well within the
uncertainty of both computed and observed incipience con
ditions. Very close to the wall (y - 10 /tm), where hetero
geneous nucleation occurs, the temperature gradient normal
to the wall is governed by Fourier's law, and is determined
completely by the heat flux and fluid properties. According to
Hsu's model, heat transfer affects incipience only through this
temperature gradient. Consequently, although forced convec
tion and subcooling can influence incipience, they do not affect
the relationship between qONB and (L~Tsat)ONB' but may deter
mine whether the needed superheat is achieved.

Equation (1) is expected to overestimate the wall superheat
needed for incipience, since the presence of noncondensible
gases, which reduce the superheat required for activation of
nucleation sites, is neglected. The photographic data are also
expected to overestimate (TW)ONB' since bubbles at the actual
location of incipience may be too small to be resolved, espe-

. cially when free-stream subcooling is high. Jiji and Clark (1962)
photographically studied incipient boiling with forced con
vection of degassed water and concluded that the heat flux
needed to permit visual detection of bubbles exceeds that which
causes heat transfer enhancement.

The relationship between (Tw)ONB, as prescribed by Eq. (1),
and the surface temperature required for the onset of visible
boiling (Tw)OVB, is less certain. At low heat fluxes, a few values
of (Tw)OVB were less than (Tw)ONB (Table 3), which indicates
a substantial reduction in the incipient boiling wall superheat

Fully Developed Boiling

Fully Developed Boiling

x.w 0 Table 3 Parameters marking transition to a turbulent boundary layer
and boiling Incipience

'I" \V Rex'.!:
(Tw )< (OC) (Tw lov. (OC) (Tw>ONB (OC) rc(J.lm)-(-)

10'lit' llr~

Eq. (I) Eq. (2)

Tf = 30"C. Vj = 2.5 mls

11.2.1 3.98 74 107 8.9
HAY 3.62 102 109 6.2

(a) 11.50 3.86· 106 110 6.1
(T~)c T~), VB IUD 3.34 102 110 6.1

xlw ~ 0 0.50 3.20 101 110 6.1
11..\0 3.43 104 110 6.1
1).50 J.58 105 110 6.1
11.73 2.07 105 104 III 5.0
0.74 1.42 116 116 III 5.0
1.00 1.65 115 II' 113 4.2
1.00 1.64 120 120 113 4.2
1.00 2.01 126 121 113 4.2
1.00 1.56 116 116 113 4.2
1.23 1.06 123 123 114 3.7
1.50 1.13 130 127 116 3.3
1.72 0.97 136 117 3.0

(b)
Tr =50°C, V j =2.5m/s

® (T~)c ,. (T~)OVB 0.24 3.47 86 107 9.1
(lAX :un 110 109 6.3
0.72 1.99 117 117 III 5.11
0,97 1.24 121 120 113 4.2
1.23 1.12 131 125 II' 3.7

Tf =30°C. Vj =1.8 mls

(1.49 1.83 100 109 6.2
n.n 1.09 107 107 111 5.0
UK1 11.736 122 121 113 ..L2
1.23 0.637 126 119 114 3.7

(f)

(d) ~~~~2~:::::::e:~~::::~'7
Umform Temperature

(e)

(e)

Fig.6 Convective nucleate boiling when VI = 1.8 mis, T, = 30'C: (a)
0.73 MW/m2, (b) 1.00 MW/m2 (A-reduced bubble diameter and number,
B-increased bubble diameter and number), (e) 1.23 MW/m 2

, (d) 1.45
MW/m2

, (e) 1.72 MW/m 2
, (f) 2.45 MW/m2

which, if satisfied, would activate nuclei of radius

'c= -~+ [ (:;) 2 + (~)J1/2 (2a)
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150 

Tw,c (°C) 

Fig. 7 Effect of boiling on transition to a turbulent boundary layer 

A <TW)0VB (Photographic Data) 

° <TW)ONB (Equation 1) 

' 'w)c = ' WJQNB 

O 

H? 

Fig. 8 Relationship between the temperature of boiling incipience and 
maximum surface temperature 

due to the presence of noncondensibles. Most of the data, 
however, shpwed (Tw)OVB to be greater than (TW)0NB, with the 
difference between these values increasing with increasing sur
face temperature. With increasing heat flux and (7;„)OVB. non
condensibles are more likely to come out of solution upstream 
of the OVB region. Gas that was trapped when the surface 
was first flooded with liquid is driven out of downstream 
nucleation sites, and the presence of noncondensibles and their 
effect on bubble growth in the OVB region is diminished. 

If (Tw)OVB were assumed to indicate the true condition for 
incipience, and the effects of subcooling on OVB were ne
glected, the observation that {Tw)OYB > (Tw)om (Table 3) 
might suggest that only nucleation sites of dimensions less than 
rc exist. This hypothesis is difficult to support, however, since 
the sensitivity of incipience to surface finish is known to decline 
with increasing forced convection and subcooling. Further
more, computed values of rc are consistently less than rmax = 
10 /*m (Brown, 1967), which has been suggested as an upper 
limit on the size of active nucleation sites for most surfaces 
(Table 3). Anderson (1988) tested a copper surface that had 
been prepared by the vapor blast process used in this study 
and found a sharp (36 percent) peak in the pore size distribution 
near 15 ^m. 

Because the activation of nucleation sites depends on the 
wall superheat, boiling heat transfer is coupled to convection 
through the surface temperature. A heat flux of approximately 
0.5 MW/m2 caused (Tw)c, the maximum surface temperature, 
to approach the saturation temperature (Fig. 5). With increas

ing q" above this value, surface temperatures exceeded Tsal 

over a portion of the heater, both upstream and downstream 
of xc/wj. This result suggests that the minimum heat flux for 
incipient boiling, <?ONB, coincides with the condition ( T w ) o m 

= (Tw)c and that boiling propagates upstream and down
stream of xc/\Vj as the heat flux is increased beyond (?6'NB-

In a developing laminar boundary layer, the number of active 
nucleation sites increases to a maximum when Tw = (T„)c. 
However, the onset .of turbulent mixing in the boundary layer 
will subsequently reduce boiling activity, as the surface tem
perature and the number of active nucleation sites decrease. 
Hence, for a prescribed heat flux, boiling should occur only 
on a portion of the wall near the onset of turbulence in the 
boundary layer. This phenomenon is revealed in Fig. 6(a) (q" 
= 0.73 MW/m2), for which there is boiling near x/wj ~ 4, 
but no boiling upstream or downstream of this region. 

Transition to Turbulence. For both boiling-induced and 
turbulent mixing, length and time scales can vary temporally 
and spatially. Turbulent mixing, however, is self-sustained and 
virtually independent of heat transfer, while boiling-induced 
mixing is continually driven by the growth and collapse of 
vapor bubble discrete sites distributed over the heated surface, 
as well as by downstream bubble interactions. Since acceler
ation is known to stabilize and laminarize fluid flow (Patel 
and Head, 1968; Narashima, 1977), laminar boundary layer 
conditions will exist in a finite region about the stagnation line 
of the jet, where the velocity is zero and the adjoining flow is 
rapidly accelerated. In this region, boiling related flow dis
turbances are superimposed on the surrounding laminar flow 
field and are eventually dissipated by viscous forces. Since 
transition to turbulence is characterized by a streamwise in
crease in turbulent mixing and declining surface temperatures, 
the increase of surface temperature downstream of boiling 
incipience for q" - 0.73 MW/m2, Figs. 5 and 6(a), is evidence 
of a laminar flow boiling regime. Farther downstream, as 
acceleration of the flow decreases and the free-stream velocity 
approaches the jet velocity, the flow becomes less stable and 
boiling related disturbances are more likely to initiate a tran
sition to turbulence. In the absence of boiling a critical Reyn
olds number, Rex„iC = 3.6 x 105, was found to characterize 
conditions over a broad range of values for q", Vj, and 7} 
(Vader et al., 1990b). However, Fig. 7, which is plotted from 
the data of Table 3, shows Re**^ falling as low as 6.4 x 104 

as (Tw)c is increased above the saturation temperature. Figure 
8, which is also plotted from the data of Table 3, shows that 
the onset of visible boiling correlates well with transition, since 
(Tw)c » (TW)0VB. Although incipience in a highly subcooled 
flow is expected upstream of the first visible vapor bubble, 
Fig. 8 suggests that the first bubbles to be photographically 
detected are large enough to create a flow disturbance that 
precipitates boundary layer turbulence. The predicted bound
ary layer thickness and observed bubble diameter correspond
ing to OVB are both on the order of 1 mm. 

Because Rex„c = u6xc/v is a constant when q" < qoNB< xc/ 
Wj must increase if Vj decreases and viscosity (7}) is held 
constant. In this case, it is the maximum wall temperature at 
xc/Wj that ultimately determines the onset of nucleate boiling 
and therefore the value of (x/wj)0NB. Conversely, if the heat 
flux exceeds <7ONB> vapor-induced disturbances initiate bound
ary layer turbulence [Fig. 6(a)], and it is the onset of nucleate 
boiling at (X/W,-)0NB t n a t determines xc/wj and the maximum 
wall temperature. In this case, as Vj decreases, boiling is en
hanced and (x/Wj)0vB = xc/wj also decreases (Fig. 9). As 
shown in Fig. 10, however, there is a limit to upstream prop
agation of the transition point. The limit corresponds to xc/ 
Wj « 1.6 and is attributed to fluid acceleration in the impinge
ment flow region {xc/wj •£> 1.6), which is sufficient to stabilize 
the flow to boiling-induced disturbances. Under conditions for 
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X/Wj

Fig.10 Effect ot jet velocity on local surface temperature when q"
1.72 MW/m 2 and T, = 30°C

@ ®
Increased bubble Reduced bubble

diameters and number diameters and number

Fig.11 Convective nucleate boiling when VI = 2.5 mis, T, = 50°C, and
q" = 1.23 MW/m 2

active nucleation sites in region B of Figs. 6(b) and 11 could
be larger than those originating from sites in region A because
the thickness of the heated fluid layer adjacent to the wall
increases with xlwj' Furthermore, if vapor bubbles cannot
grow large enough for buoyancy and drag forces to overcome
surface tension forces, they remain attached to the wall and
can grow and collapse while sliding along the wall (Collier,
1981). Warmer fluid near the wall would also permit larger
bubbles to form, as smaller bubbles that slide along the wall
coalesce.

In partial boiling, surface temperatures downstream of the
onset of boundary layer turbulence approach a constant value
(Fig. 5). This trend is inconsistent with heat transfer by single
phase convection, for which the surface temperature decreases
in the streamwise direction as turbulence develops and reaches
a local minimum, but not a constant value, once the flow is
fully turbulent. Boiling, however, is known to diminish stream
wise surface temperature variations associated with single-phase
convection. The tendency for temperature to approach a con
stant value as boiling increases is commonly attributed to a
decrease in the sensitivity of heat transfer to parameters that
are important in single-phase convection, such as free-stream
velocity and temperature. Convective nucleate boiling studies
have consistently shown that for a given heat flux, the surface
temperaure becomes invariant when vigorous, boiling-induced
mixing becomes the dominant mechanism for heat transfer
(Kutateladze, 1961).

Unexpectedly, the data for q" = 0.73 MW1m2 (Fig. 5) also
show a region of nearly uniform surface temperature down
stream of xclwj, where T w ", 90°C for xlwj > 9. The minimum
heat flux required to achieve a uniform downstream temper
ature appears to correspond to the condition (Tw)ONB ", (Tw)c,
leading to speculation that vapor bubbles entering the flow
near xclwj influence mixing in the downstream boundary layer.
Bubbles of noncondensible gases, which leave solution when
the fluid is heated, could also effect mixing near the wall.

Heat transfer by partial convective boiling has been modeled
as the weighted sum of contributions by single phase convection
and pool boiling (Kutateladze, 1961; Bergles and Rohsenow,
1964). These models are consistent with the premise that the
effects of fluid velocity and temperature on heat transfer de
cease as boiling increases. In the limit of fully developed boil
ing, the heat flux attributed to single-phase convection is
assumed to be zero and Tw is independent of free-stream ve
locity or subcooling. Data from this study could not be fit by
any of these models, since they require knowledge of the con
tributions of local convection and boiling to heat transfer.
Typically, the two cooling mechanisms are assumed to act
independently, allowing separate evaluation from single-phase
convection and pool boiling data. Although this approach has
been moderately successful for laminar and fully turbulent
boundary layers, most of the partial boiling data of this study
pertain to conditions for which there is transition to turbulence,
and a satisfactory correlation of nonboiling transition data
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Fig. 9 Effect of jet velocity on local surface temperature when q"
1.00 MW/m 2 and T, = 30°C

1.6,

which boiling occurs over the entire surface, there is no further
decrease in xclwj, irrespective of jet velocity or temperature.

Partial Boiling. Heat transfer in partial boiling is due to
the combined effects of forced convection and nucleate boiling.
For example, visual observations indicated that nucleate boil
ing did not extend uniformly downstream of incipience near
xclwj to cover the entire surface. For certain operating con
ditions vapor bubbles were detected near xclwj and in a separate
region further downstream. In Fig. 6(b), for example, lower
temperatures downstream of boiling incipience caused a de
crease in the size and number density of bubbles (region A).
Farther downstream, however, boiling activity increased (re
gion B) with no increase in Tw• This phenomenon is also shown
in Fig. 11. For a constant heat flux, as the surface temperature
decreases, the number of active nucleation sites can increase
only if the temperature gradient normal to the wall also de
creases. Since the temperature gradient varies only with the
heat flux (see the section on incipience), boiling is expected in
Figs. 6(b) and 11 throughout the turbulence region corre
sponding to x > xc. The photographs do not preclude such a
condition. Vapor bubbles must grow much larger than rc to
be detected photographically, while bubble growth can be in
hibited by subcooled fluid (Collier, 1981; Jiji and Clark, 1962),
such as that mixed into the boundary layer by developing
turbulence. If the fluid next to the heated surface is highly
subcooled, any vapor entering the flow may quickly condense
yielding no net vapor generation. Bubbles that originate from
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Fig. 13 Boiling curves at different streamwise positions 

could not be obtained. Furthermore, the coupling that exists 
between boiling induced flow disturbances, flow acceleration 
in the impingement region, and the transition to turbulence 
casts doubt on the validity of assuming independent boiling 
and nonboiling heat transfer mechanisms. 

Fully Developed Boiling. Fully developed boiling is a con
dition for which boiling-induced mixing controls fluid motion 
near the wall. In such cases, local wall temperature variations 
become less pronounced and conditions become less sensitive 
to the free-stream velocity and temperature. Furthermore, q" 
~ Ar"at, where n is unity for single-phase convection and is 
typically between 2 and 4 for fully developed boiling. The data 
of Fig. 5 show, for q" > 2 MW/m2, a negligible increase in 
surface temperature with increasing heat flux. With increasing 
heat flux, fully developed boiling is first approached near xj 
Wj, where (T„)c continues to be the maximum surface tem
perature in partial boiling. For Vj = 1.8 m/s and 7) = 30 "C 
(Fig. 5), the value of (Tw)c shows little change when the heat 
flux is increased above 1.23 MW/m2. 

The stagnation surface temperature for single-phase con
vection is lower than the wall temperatures corresponding to 
x/wj > xc/Wj. Figures 5,6(b), and 6(c) show that partial boiling 
is first established in the region downstream of xc/wj, thereby 
reducing, relative to the nonboiling data, the sensitivity of wall 
temperatures to increasing heat flux. Consequently, as the heat 
flux increases and boiling propagates into the stagnation re
gion, the value of T„ for x/wj < xc/wj increases more rapidly 
than that corresponding to x/wj > xc/wj. As revealed by the 
1.45 MW/m2 data of Fig. 5 and by much of the data of Fig. 

10, the stagnation temperature can exceed values of Tw for 
portions of the region X/WJ > xc/v/j. The temperature peak 
associated with the onset of turbulent mixing becomes less 
pronounced as boiling increases upstream and downstream of 
Xc/\Vj. 

Boiling Curve. Partial and developed boiling data are com
monly plotted on a log scale as q" versus (TW—TK{), where 
use of Tsst as the reference temperature is appropriate for fully 
developed boiling. However, if the free-stream temperature is 
constant and there is no transition from laminar to turbulent 
boundary layer flow, 7} can be used as the reference temper
ature without loss of clarity in the graphical presentation of 
results. As suggested by the open symbols of Fig. 12, for which 
the difference between 7} and Tsal is equivalent for each data 
set, the fully developed boiling data collapse to a single curve. 
The single-phase convection data lie on parallel lines that merge 
into the fully developed portion of the boiling curve at heat 
fluxes that increase with increasing velocity. If the free-stream 
temperature is not constant, its use as a reference temperature 
causes fully developed boiling curves for different values of 
Tf to be separated by amounts that are approximately equal 
to the differences in subcooling (shaded symbols of Fig. 12). 
The fully developed boiling data collapse to a single curve if 
rsat is used as the reference temperature, but linearity of the 
single-phase data is lost. 

The transition from single-phase convection to developed 
boiling is typically identified, and transition processes, such 
as temperature overshoot, can be detected by observing slope 
changes in the standard q" versus AT boiling curve. This be
comes difficult, however, downstream of the stagnation region 
where the slope of the single-phase convection data increases 
with transition to turbulence (Fig. 13). Moreover, the heat flux 
and temperature difference corresponding to transition vary 
with the jet velocity and fluid temperature. Data for different 
values of x/wj do not, therefore, collapse on a q" versus AT 
plot, and both developing turbulence and developing boiling 
affect changes in the slope of these curves. 

Figure 13 appears to show temperature overshoot at all lo
cations downstream of the stagnation line. Clearly, however, 
traditional pool boiling explanations of this phenomenon do 
not apply, since incipience and turbulence transition are cou
pled. Hysteresis, due to the activation and deactivation of 
nucleation sites, could occur near the stagnation line, where 
the velocity is low and the flow is laminar. Downstream, how
ever, a sudden reduction in Tw(x/wj) with increasing heat flux 
could also be the result of a shift from a laminar to turbulent 
boundary layer, precipitated by incipient boiling. A more com
plete evaluation of hysteresis in the stagnation and wall jet 
regions will require regulation of dissolved gases and systematic 
measurements for rising and falling heat flux. 

Data from this study do not extend to sufficiently high heat 
fluxes to permit derivation of a fully developed boiling cor
relation. However, Figs. 12 and 13 suggest an S-shaped boiling 
curve (Orell, 1967), for which an incipience-related decrease 
in surface temperature is followed by steady or falling Tw with 
increasing heat flux. Since q" ~ (n")mAT"at, an increase in 
heat flux can be supported by constant or falling surface tem
peratures if there is a sufficient increase in the area number 
density of active nucleation sites. Eventually, the usual con
dition of q" ~ AT"at is observed as (/?")"' approaches a con
stant value. 

Heat Transfer Coefficients. Representative heat transfer 
coefficient data are shown in Fig. 14. Except for 7} = 30°C, 
results from experiments for which fully developed boiling 
covered the entire surface have been excluded from the figure, 
since the heat transfer coefficient did not vary with position. 
Convection coefficients for single-phase heat transfer increased 
much less in response to changes in heat flux, Fig. 14(a), than 
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Fig. 14 Heat transfer coefficient distributions for different (a) heat 
fluxes, (b) jet velocities, and (c) jet temperatures 

in response to changes in jet velocity, Fig. 14(6). However, 
since nucleate boiling is enhanced with increasing jet temper
ature or heat flux, partial boiling convection coefficients in
crease substantially with increasing q" and Tj, as well as with 
increasing Vj. The convection coefficient becomes increasingly 
more sensitive to changes in heat flux as fully developed boiling 
is approached, while sensitivity to the jet velocity and sub-
cooling decreases. Ruch and Holman (1975) and Miyasaka and 
Inada (1980) report q" oc AT',,, for fully developed boiling in 
the stagnation region in an impinging jet. It follows that h = 
q"/ATsat oc AT2

sai. 

4 Conclusions 
Key trends associated with the influence of surface heat flux 

are summarized by the surface temperature distributions shown 
schematically in Fig. 15. In the absence of boiling, surface 
temperature increases in the streamwise direction to a local 
maximum near the onset of boundary layer turbulence, Fig. 
15(A). As the uniform heat flux is increased, incipient boiling 
coincides with xc/Wj, which is the point of maximum surface 
temperature, Fig. 15(B). With an additional increase in heat 
flux, there is partial boiling in a region upstream, as well as 
downstream, of xc/wh Fig. 15(C). Without boiling, the critical 

- Visible Boiling 

Fig. 15 Schematic of typical surface temperature distributions for 
forced convection boiling (Effect of increasing heat flux: A—single-phase 
convection; B—incipient boiling, (TJC = <r„)0NB; C, D, E—single-phase 
convection and partial nucleate boiling; F, G—partial nucleate boiling; 
H—fully developed nucleate boiling 

Reynolds number is nearly constant (Re^ c « 3.6 x 10 ). 
When the heat flux for boiling incipience is exceeded, however, 
turbulence in the velocity boundary layer is closely coupled to 
incipience. Photographs show that xc/wj corresponds to the 
position in the flow stagnation line at which vapor bubbles are 
visually detected. The bubbles that can be photographically 
resolved also seem to be large enough to trip the boundary 
layer, Fig. 15(C). Although boiling covers the entire heated 
surface when sufficient heat flux is supplied, fluid acceleration 
stabilizes flow in the stagnation region, and transition is limited 
to the region xc/wj S 1.6. 

The spread of visible boiling on the heated surface with 
increasing heat flux is not confined to a continuous area. The 
number and size of vapor bubbles sometimes diminishes in 
part of the region over which transition to turbulence occurs, 
while increasing farther downstream, Fig. 15(D). The surface 
temperature and heat flux are sufficient to support boiling in 
both regions, while turbulent mixing of free-stream fluid with 
heated liquid near the wall may suppress bubble growth until 
there is sufficient development of the turbulent thermal bound
ary layer. 

Sensitivity to fluid velocity and temperature diminishes as 
boiling-induced mixing becomes more vigorous. Local varia
tions in surface temperature are suppressed first in the region 
farthest from the stagnation line, Fig. 15(E), and the surface 
temperature response to increasing heat flux diminishes in re
gions of vigorous boiling. Consequently, surface temperatures 
in the stagnation region, where boiling is suppressed at lower 
heat fluxes, increase more quickly in response to additional 
heat flux once boiling is established at downstream locations, 
Fig. 15(E, F). Fully developed boiling is first established in the 
impingement region, Fig. 15(G), and spreads over the entire 
surface with increasing heat flux, Fig. 15(H). 

The trends of Fig. 15 were observed with increasing heat 
flux for fixed Vj and Tf. With increasing jet velocity, regimes 
were shifted to higher heat fluxes, although the trends were 
qualitatively unchanged. Similarly, increasing the fluid tem
perature caused a shift to lower heat fluxes for each regime. 
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An Experimental Study of 
Subcooled Film Boiling on a 
Vertical Surface—Hydrodynamic 
Aspects 
Interface and liquid velocities near the leading edge of a vertical wall 6.3 cm wide 
and 10.3 cm high were measured during subcooled film boiling of water at 1 atm 
pressure. The interface and liquid velocities in the boundary layer adjacent to the 
interface were measured using the hydrogen bubble flow visualization method. 
Photographs taken from the front and side showed the existence of a finite vapor 
layer at the leading edge and the existence of ripples and large-amplitude waves 
(bulges) on the interface. The bulges and ripples did not slide on the interface but 
moved in unison with the interface. The wave amplitude and wavelength were also 
measured. For a given subcooling and wall superheat, the amplitude, the interfacial 
velocity, and the wavelength were found to attain an equilibrium value several 
millimeters downstream of the leading edge. The waves were highly nonlinear and 
the interface velocities, which are found to be governed by the wave amplitude, 
were much larger than those predicted from the smooth interface, laminar flow 
theory. Streamlines in the liquid were found to expand into the wave valleys. At 
the wave peaks the streamlines appeared to be clustered together and the measured 
interface velocity gradients were high. The overall picture is one of expansion in 
the wave valleys and contraction (of flow) at the wave peaks. The flow field in 
turn is found to affect the liquid side heat transfer in subcooled film boiling sig
nificantly. 

Introduction 
Subcooled film boiling has been studied extensively in the 

past because of its application to quenching of an overheated 
nuclear reactor core after a loss of coolant accident, cooldown 
of superconducting magnets, and heat treatment of metals. 
Researchers have either obtained simplified analytical models 
(for example, Sparrow and Cess, 1962; Nishikawa and Ito, 
1966), which do not take into account the actual conditions 
that prevail at the interface, or have obtained experimental 
correlations (for instance, Sakurai et al., 1986) with little em
phasis placed on the interfacial behavior. Subcooled pool film 
boiling on spheres has been studied by Dhir and Purohit (1978). 
Their work involved both experiments and analysis of the film 
boiling heat transfer. They found that the observed film boiling 
heat transfer coefficients were 50-60 percent higher than those 
predicted by the laminar plane interface theory. It was pro
posed that the higher heat fluxes were caused by the vapor 
film oscillation and by the increase in interfacial area due to 
the presence of ripples on the interface. However, no mech
anistic model was developed for the enhancement of subcooled 
film boiling heat transfer coefficient. The purpose of the pres
ent work is experimentally to investigate interfacial wave action 
during subcooled film boiling. 

Few studies can be found in the literature in which the role 
of interfacial waves in altering the liquid flow pattern has been 
investigated. Moalem maron and Brauner (1987) have quan
tified the role of waves in increasing drag and friction factors 
in a falling film flow. A detailed study of the structure of 
waves on falling liquid films has been reported by Chu and 
Dukler (1977). Two kinds of wave were identified on the film 
interface. The large waves were lumps of liquid that traveled 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
1991; revision received August 1991. Keywords: Boiling, Multiphase Flows, 
Phase-Change Phenomena. 

much faster than the liquid substrate. The small waves rode 
on the large waves. A literature review of interfacial turbulence 
in gas-liquid flows can be found from Sideman (1974). The 
lack of investigations of the flow fields adjacent to interfacial 
waves is puzzling since there exists a large body of literature 
that describes the mechanism of production of turbulence ad
jacent to smooth and rough surfaces. Rashidi and Bannerjee 
(1989) used the oxygen bubble technique to study the flow field 
in a water layer adjacent to the interface between air and water 
and showed that burst formation led to the production of 
turbulence adjacent to the free surface. But in their study 
precaution was taken to avoid the formation of interfacial 
waves; thus their work is not directly relevant to the present 
work. 

The effect of interfacial waves on heat transfer during sat
urated film boiling was studied mechanistically by Bui and 
Dhir (1985). Experiments were performed by Toda and Mori 
(1982) to obtain interfacial parameters for subcooled film boil
ing on a horizontal wire and on a sphere. The wire diameter 
was 0.3 mm and the sphere was 12.7 mm in diameter. Vapor 
film thickness, heat transfer rates, and minimum film boiling 
temperatures were measured. The vapor film thickness was 
found to vary with time. The magnitude and frequency of 
oscillations was found to decrease with increased subcooling. 
Unfortunately they neither correlated their data nor compared 
it with results from existing analyses. As yet no study of sub
cooled film boiling exists in the literature in which an attempt 
is made to develop a physical understanding of the effect of 
the interfacial waves on hydrodynamics and heat transfer. The 
aim of the present study is: 

1 To determine the physical characteristics of the inter
facial waves for different wall superheats and liquid subcool-
ings. 

2 To determine the velocity field adjacent to the interface 
at different locations along the interface. 
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3 To provide a semi-quantitative picture of the flow field 
resulting from the presence of the waves. 
The hydrogen bubble technique is used to obtain velocity pro
files in the liquid. Combined with the use of a video photo
graphic system, it is possible to obtain the magnitude and the 
direction of liquid velocities. A detailed description of the 
hydrogen bubble technique is found from Shraub et al. (1965). 

»2.1 Experimental Apparatus. Figure 1 shows the appa
ratus. It includes the test section and a viewing chamber. The 
test section is mounted on one side of the viewing chamber 
and glass windows are placed on the other three sides for 
viewing the boiling process. The heater surface is rectangular, 
with a width of 6.3 cm and a height of 10.3 cm. It is formed 
by machining one end of a copper cylinder. The other end of 
the cylinder is drilled to insert several cartridge heaters. Tem
perature is measured with thermocouples embedded in the test 
block. The test liquid is confined to the viewing chamber and 
is boiled on the copper surface. The apparatus is mounted on 
a holographic table. Complete details of the apparatus are 
given by Bui (1984). 

The primary aim of this experimental program was to obtain 

interface and liquid velocities in subcooled film boiling of water 
on a vertical plate. A platinum wire was placed normal to the 
copper plate at various distances downstream and upstream 
of the leading edge. The platinum wire was 0.05 mm in di
ameter. A potential difference was established between this 
wire and a copper plate electrode immersed in the liquid. The 
voltage was applied by a variable d-c source and the supply 
was pulsed using a relay circuit in conjunction with a low-
frequency generator. The frequency of the pulse and the volt
age difference were varied until a well-defined succession of 
bubble rows was observed. Strong side lighting along the wire 
showed, by scattered light, the hydrogen bubbles against a 
dark background. These bubbles were photographed on vi
deotape using a camera. 

In the experiments, rows of the hydrogen bubbles were re
leased at fixed predetermined intervals of time. The applied 
voltage was maintained between 80-100 v. The current was 
pulsed at either 40, 80, or 175 c/s. The wire was placed at two 
positions either 1.2 cm ahead of the leading edge or 0.8 cm 
downstream of the leading edge. The bubble sizes were esti
mated to be about half of the wire diameter or about 0.02 mm. 
These bubbles have very low rise velocities (0.7 mm/s). About 
15-20 bubbles were released at each pulse during velocity meas
urements and since the volume occupied by the bubbles and 
their rise velocities are small, bubble induced mixing can be 
neglected. The hydrogen bubble experiments were performed 
in subcooled film boiling with liquid subcooling ranging from 
1.4 K to 7.0 K. In these experiments the wall superheat was 
either 200 K or 300 K. 

Simultaneous measurements of the interface wave ampli
tude, the vapor substrate thickness, and the wavelength of the 
dominant waves were made. All of the measurements were 
made from the video pictures. The framing rate was either 30 
or 60 frames/s. A few time exposure still photographs were 
also taken. These photographs provide streaklines in the liquid. 
Streamlines in the liquid could be captured by still photographs 
when a large number of hydrogen bubbles were introduced 
into the flow field. 

2.2 Experimental Procedure. Startup of a typical exper
iment began with deaeration of the test liquid by vigorous 
boiling in a separate reservoir and with preheating of the test 
section. The chamber was purged with nitrogen gas during the 
preheating period to avoid oxidation of the test surface. The 
block was heated to 673 K and the test section was filled with 
water from the reservoir. The wall superheat was set by ad
justing the voltage applied to the cartridge heaters. When steady 
state was reached, thermocouple output was recorded on a 
Fluke data-logger. Tests were considered to be at steady state 
when the temperature of the test block changed less than ± 1 

Nomenclature 

Cj = interfacial friction factor de
fined as Ifxibu/by/piuf 

Ff = average interfacial friction 
factor over one wavelength 

d = diameter of the hydrogen 
bubble 

/ = framing rate of the video 
camera 

g = gravitational acceleration 
Re, = Reynolds number based on 

wave amplitude, defined as 

S = magnification of the video 
picture 

T = temperature 

u = liquid velocity in the z direc
tion 

v = liquid velocity in the y direc
tion 

y = distance normal to the heater 
wall 

z = distance along the heater 
from the leading edge 

ATW - wall superheat defined as 
T — T A w •'sat 

Arsub = liquid subcooling defined as 
^sat - Ti 

Az = displacement of the hydrogen 
bubble 

•q = amplitude of the dominant 
wave 

X = wavelength 
p. = molecular viscosity 
p = density 
4> = stream function 

Subscripts 
b = bubble 
;' = interface 
/ = liquid 

max = maximum 
sat = saturated 

sub = subcooled 
t = terminal 

w = wall 

Superscripts 
= average 
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Fig. 2 Frontal view of the interface in subcooled film boiling

where j is the framing rate of the video camera and S is the
magnification factor of the camera. The magnification factor
had a value of 6. The calculated value of the velocity is assigned
to the halfway point between the initial and final locations of
the bubble.

Alternatively, the relative displacement between two bubbles
that were generated at the same spot on the wire at different
but known times was measured. This method is termed the
single frame method. The velocity u is measured by the same
expression as noted above except that, now, j is the bubble
wire pulsing rate and oz is the relative displacement. It should
be pointed out that the measured velocity is an average velocity

K in 5 min. The liquid temperature changes were less than
± 0.2 K in 1 min up to a liquid subcooling of 10 K. Care was
taken to avoid thermal stratification. The liquid thermal strat
ification was found to be less than 0.7 K over a height of 10
cm. Once steady-state conditions were established, the wire
was pulsed to generate hydrogen bubbles and the bubble paths
were photographed.

2.3 Data Reduction. Liquid velocity was measured from
the bubble markers in two ways. In the pathline method, the
displacement of a specific bubble in the bubble row was meas
ured between two consecutive video frames to obtain the ve
locity as

oz
u=-j

S
(1)

and is not the random or fluctuating velocity due to turbulence
in the liquid.

The interface velocities were measured from the video pic
tures either by noting the movement of any position of the
interface between two frames or by noting the displacement
of a hydrogen bubble which straddles the interface. The streak
lines were obtained from time exposure photographs in which
the exposure time was II 15 second. As shown in the appendix,
the overall uncertainties in the measurement of bubble dis
placement and velocity are calculated to be ± 11 and ± 12
percent, respectively.

3 Results and Discussion
Visual observations of film boiling on the vertical surface

indicated that in saturated film boiling the interface was cov
ered by two types of waves: large waves, which evolve into
vapor domes, and small waves, which are here referred to as
ripples. The large waves were three dimensional whereas the
ripples appeared to be two dimensional. With increase in sub
cooling, the amplitude and wavelength of the large waves shrank
until no distinction could be made between the two types of
wave and all the waves appeared to be two dimensional. Also,
in saturated film boiling, a thick vapor layer was observed to
exist at the leading edge. The waves tended to form a few
millimeters downstream of the leading edge. With increases in
subcooling, the leading edge vapor layer thinned and the dis
tance to form the waves became longer. At a wall superheat
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of 200 K and a liquid subcooling of 10 K, the waves were seen 
to form at about 20 mm from the leading edge. Photographs 
in Figs. 2(a) and 2(b) show the frontal view of the interface 
for two wall superheats and several liquid subcoolings. For a 
superheat of 200 K, the transition from three-dimensional to 
two-dimensional waves is seen to occur between subcooling of 
5 and 10 K. For a superheat of 300 K, the transition occurs 
at a higher subcooling (between 10 and 20 K). 

Figure 3 shows the side view of the interface as obtained 
from the video pictures taken at a wall superheat of 200 K and 
a liquid subcooling of 1.5 K. The interface velocity obtained 
by measuring the displacement of any location of the interface 
between two successive frames of the video is plotted between 
each pair of figures showing the contour of the interface at 
the time when they were videotaped. In Fig. 3 the measured 
interface velocity is assigned a time that is the average of the 
times corresponding to the two locations of the interface. It 
is seen that the leading edge vapor layer is stationary and 
probably acts as a vapor reservoir. Vapor shoots out of this 
reservoir and quickly attains its terminal velocity. This be
havior is very similar to that of a falling film originating from 
a liquid container. The size of the leading edge vapor layer is 
observed to increase with time and the vapor mass eventually 
(time period between /= 1/5 and 7/30 s) leaves as a part of 
the moving interface. This process repeats in a cyclic fashion. 
The large wave amplitude and the wavelength appear to be 
nearly independent of the distance from the leading edge. For 
the experimental conditions corresponding to Fig. 3, the in
terface velocity downstream of the leading edge vapor layer is 
found to remain constant at about 110 cm/s. 

It should be noted here that no distinction could be made 
between the wave and the interface velocity. The interface 
contoured in the shape of large bulges and ripples simply slipped 
through the liquid. This behavior is different from that ob
served in falling liquid films where large waves in the form of 
lumps of liquid move much faster than the liquid substrate. 

The wavelength, the wave amplitude, and the interfacial 
velocity data obtained from figures such as Fig. 3 and from 
similar data for other subcoolings and wall superheats are 

plotted in Figs. 4, 5, and 6. The wave amplitude is the thickness 
of the vapor film at different locations along the interface. 
From Fig. 4, it is seen that both the amplitude and the wave
length decrease with increasing liquid subcooling. At low sub
coolings the wave amplitude shows a much stronger dependence 
on the liquid subcooling as compared to the wavelength. The 
effect of increased wall superheat is to push the curves faired 
through the data slightly up and to the right. From the data 
two distinct regimes can be identified: a low subcooling regime 
and a high subcooling regime. In the low subcooling regime a 
gradual reduction of wavelength and amplitude is observed. 
In the second or high subcooling regime, the limited data show 
that the wavelength and the amplitude become nearly inde
pendent of subcooling. For the two superheats, the transition 
from the first to the second regime occurs in a narrow range 
of subcoolings. In the transition region a rapid drop in wave
length and wave amplitude is observed. Photographic obser
vations show that this transition regime coincides with the 
transition from three-dimensional to two-dimensional waves. 
Consistent with the observations made from the photographs 
in Fig. 2, the transition shifts to higher subcoolings as wall 
superheat is increased. 

The maximum amplitude-to-wavelength ratio is plotted in 
Fig. 5 as a function of liquid subcooling. The height of the 
peak of the bulge is termed the maximum amplitude and is 
not related to the average film thickness. At subcoolings higher 
than 10 K, the ratio rimm/X appears to approach a constant 
value of about 0.16. It suggests that for all subcoolings the 
interfacial waves are nonlinear in nature (r)max/X»0.01). It 
was also noted that for studied subcoolings and superheats, 
the wave amplitude was more than one order of magnitude 
larger than the vapor substrate thickness. Interfacial velocity 
as measured with the hydrogen bubble technique as well as 
directly from the video pictures is plotted in Fig. 6 as a function 
of the wave amplitude. For both superheats, the data appear 
to collapse on a single curve. The unique dependence of the 
interfacial velocity on the wave amplitude is indicative of the 
important role played by vapor bulges (large waves). The vapor 
bulges protruding into the liquid provide an additional buoy
ancy force, which causes the wavy interface to move much 
faster than a plane interface. As an example, for saturated 
film boiling, the velocities calculated from the plane interface 
analysis in which vapor and liquid velocities and shear stresses 
are matched at the interface are about 80 times smaller than 
those observed in the experiments. Bui and Dhir (1985), by 
balancing the buoyancy force with the drag force on a spherical 
bulge, showed that for saturated film boiling the interfacial 
velocity should vary as1: 

(Pl-Pu) g 
*•*/"~" ^ m a x 

PI yf»l_ 
(2) 

In Fig. 6 Eq. (2) is plotted as a dotted line. The observed 
velocity of about 3 m/s for J)max=10.4 mm (saturated film 
boiling) is about the same as that predicted by Bui and Dhir. 
However, as the amplitude becomes small, the interfacial ve
locity decreases more strongly with the amplitude. For a two-
dimensional wave (r)raax = 0.5 mm), the interface velocity is_seen 
to vary approximately as rĵ ax- In the asymptotic limit (»;max/ 
A— 0.16), the interfacial velocity is about one order of mag
nitude higher than that given by the plane interface analysis 
(see Vijaykumar, 1990). 

The interfacial velocity introduced by the vapor bulges alters 
the velocity profile in the vapor film and the flow field in the 
liquid adjacent to the wall. These in turn affect the heat transfer 
from the interface and from the wall. The dominant wavelength 
and wave amplitude are affected by the velocity profile in the 

'Here it is assumed that maximum amplitude of the bulge is equal to the base 
diameter of the bulge. 
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vapor film as well as the rate of heat transfer. Thus the wave 
amplitude, interfacial velocity, and the rate of heat transfer 
are all coupled quantities that provide feedback to one another. 
Earlier film boiling studies employing the plane interface anal
ysis have shown that the heat transfer rates predicted with the 
slip condition at the interface generally fair better with the 
data. However, the reason as to why the results from the 
analysis in which interfacial velocity and shear stress were 
matched compared poorly with the data was not entirely clear. 
The present work shows that the additional buoyancy force 
provided by the vapor bulges protruding into the liquid results 
in larger interfacial velocities. The increased interfacial velocity 
leads to enhancement in heat transfer from the heater surface. 

Velocities at different locations in the liquid adjacent to the 
interface were obtained from video pictures. Complete flow 
field information was developed from a composite of velocity 
distribution from several frames of video pictures. It should 
be noted that the path line method requires bubble positions 
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from two successive frames to be averaged and that the in
terface moves relative to a stationary observer. Hence it is clear 
that instantaneous local velocity profiles cannot be obtained 
for a particular shape and location of the interface. The path-
line method was used to measure liquid velocities outside of 
the wavy region. For the wave valleys, all of the liquid velocities 
were obtained by the single frame method. Knowing the ve
locity components parallel to and normal to the plate, the 
streamlines can be determined from the equation 

d\p = udy + vdz. (3) 

Figure 7 shows the approximate streamline pattern, while 
Figs. 8 and 9 show the profiles of the velocity components u 
and v, respectively. The velocities were obtained by both the 
single frame method and the pathline method. The velocities 
obtained from single frame method are plotted alongside the 
interface contour obtained at the same instant. However, the 
velocities obtained by the pathline method are plotted alongside 
the contour of the interface obtained at a time corresponding 
to the initial location of the bubbles. (A more detailed dis
cussion of this procedure is given by Vijaykumar, 1990.) For 
the data plotted in Figs. 7-9, the wall superheat was 203 K 
and the liquid subcooling was 1.8 K. From Fig. 7 it is seen 
that the temperature difference between the stationary vapor -
liquid interface of the leading edge vapor layer and the liquid 
introduces a weak upward flow. The rapid acceleration of the 
interface downstream of the leading edge vapor layer causes 
the liquid from the pool to be drawn into the valley downstream 
of the stationary leading edge vapor layer. The liquid drawn 
into the valley turns around and is ejected out near the peak. 
At the peak, fluid stream exiting the valley and the fluid stream 
in the liquid layer outside the wavy region merge. As a result 
the streamlines are compressed there. Downstream of the peak, 
the flow divides, leading to the expansion of the streamlines. 
The expansion is followed by a contraction at the peak of the 
second wave. Thus a cyclic expansion of the streamlines in the 
valleys and contraction at the peaks occur. 

In Fig. 8, the profiles for liquid velocities parallel to the 
plate are plotted for several locations at the interface. At lo
cations a and b on the stationary interface of the leading edge 
vapor layer, the velocity profiles are of the natural convection 
boundary layer type with maximum velocity occurring away 
from the interface. The measured thickness of the boundary 
layer at points a and b is relatively large. This is probably a 
result of the flow induced by the moving interface downstream 
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Fig. 8 Velocity profiles of the u component of the velocity (AT„ = 203 
K, Arsub = 1.8K) 

of the leading edge stationary vapor layer. The magnitude of 
the velocity increases in the direction of the flow. Beyond 
location b, the boundary layer thins. The thinning of the 

-a 

Q 
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Fig. 9 Velocity profiles of the /component of the velocity (AT„ = 203 
K, Arsub = 1.8K) 

boundary layer is the result of the turning of the flow toward 
the first valley of the wave. At point c on the front side of the 
first wave peak, the u component of velocity decreases in 
magnitude from a maximum at the interface to a minimum at 
about 1.2 mm from the interface. Thereafter the velocity at
tains another maximum value before asymptotically decreasing 
to zero. At the first peak of the wave (location d), the liquid 
velocity has a maximum at the interface and declines rapidly 
to near zero at the edge of the boundary layer. The boundary 
layer at location d is much thinner than that at location c. The 
observed steep velocity gradient corresponds to a high shear 
stress at the interface. 

At location h downstream of point d but still on the top 
portion of the peak of the wave, the velocity profile is similar 
to that at d except that the boundary layer is thicker with a 
smaller velocity gradient at the interface. At point p on the 
back side of the first peak and at point s on the front side of 
the second peak, the velocity profiles are similar to those ob
served at c in that they have a hump. The hump at location c 
is indicative of the merger of the liquid stream exiting the wave 
valley and the liquid stream resulting from the flow induced 
in the pool. At location/? the flow splits into two streams, one 
flowing into the valley and the other flowing out of the valley. 
The two streams merge again near s. The boundary layer thick
nesses at points c, p, and s are much larger than those at points 
dand h. At point w on the second peak, the velocity profile 
is similar to that observed at point d. 

The v velocity vectors plotted in Fig. 9 show flow into and 
out of the valleys and away from the peaks of the waves. The 
observed velocities normal to the plate are at least one order 
of magnitude smaller than those observed parallel to the plate. 
The flow into the valleys occurs at the back of the peaks, 
whereas the flow out of the valley occurs in front of the peaks. 
Or, in other words, the flow splits into two parts just behind 
the peaks. One of the streams travels outside the wave valleys 
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In Figs. 12 and 13 the local interfacial skin friction coefficient
is plotted adjacent to the contour of the interface for the two
cases of liquid subcooling discussed earlier. The velocity used
in the computation of the skin friction is the interface velocity.
Since the leading edge vapor layer is stationary, the skin friction
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whereas the other travels in the wave valleys. The two streams
merge into each other at the wave peaks. The process is re
flective of the expansion of the flow in the wave valleys and
contraction at the front of the peaks.

Figure 10 shows the interface shape and u velocity profiles
for a wall superheat of 207 K and for a liquid subcooling of
6.7 K. For this case the vapor film thickness and the amplitude
of wave bulges are much smaller than those for a subcooling
of 1.8 K. The interface velocity of 8 cmls is about one order
of magnitude smaller than that observed at a subcooling of
1.8 K. At point a just downstream of the location where the
interface velocity accelerates to the terminal velocity, the u
velocities show a gradual drop from the velocity at the interface
to a near zero velocity in the pool. At locations band d on
the first and the second peaks, a rapid drop in liquid velocity
from a maximum at the interface is observed and this leads
to a steep velocity gradient at the interface. At point c located
on the back of the first peak, a hump in the velocity profiles
is noted. These observations are similar to those made earlier
for a subcooling of 1.8 K. Thus it appears that the phenomenon
of expansion and contraction of the flow fields in the valleys
and at the peaks respectively continues to persist at higher
subcoolings. Similar results for intermediate subcoolings are
given by Vijaykumar (1990). The essential features of flow in
the liquid layer are illustrated in the photographs displayed in
Fig. 11. In Fig. 11, photograph (I) shows the flow field outside
of the waves. This photograph supports the result shown in
Fig. 7, that the bulk of the flow adjacent to the wavy interface
occurs outside the wave valleys. Photograph (il) shows the
streamlines in the liquid flow. The streamlines are split just
behind the wave peak. The flow in the wave valleys shown by
the very faint streamlines is very small. The flow ejected outside
the wave valleys tends to return to the interface and seems to
collide on the wave peak. Although some three-dimensional
effects tend to obscure the picture, the essential features can
still be seen.

Journal of Heat Transfer FEBRUARY 1992, Vol. 114/167

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



factors plotted in Fig. 12 for a subcooling of 1.8 K do not 
include the results for the skin friction factor around the lead
ing edge. In Fig. 12, c/is observed to increase in the front of 
the first peak and reaches a maximum at the top of the wave 
peak. Behind the wave peak, cy decreases to a minimum in the 
wave valley and increases again in the front of the next peak. 
The skin friction factor is plotted in Fig. 13 for a subcooling 
of 6.7 K. These results are similar to those seen in Fig. 12, in 
that Cf increases to a maximum at the wavepeaks, and decreases 
to a minimum in the wave valleys. Thus, it is seen that the 
waves alter the shear stress in the liquid such that local maxima 
and minima of shear stress occur on the interface. The average 
skin friction factor over each wave for all subcoolings was 
found to be a function of Reynolds number based on the 
maximum wave amplitude. Vijaykumar (1990) shows that the 
relation between the average skin friction and the Reynolds 
number was of the form cy=0.55Re~0'65. These results have 
important implications for heat transfer, but that discussion 
is reserved for the companion paper. 

Summary and Conclusions 
1 The vapor-liquid interface in subcooled film boiling is 

composed of a vapor substrate on which there exist two types 
of waves, termed the ripples and large waves. These waves are 
preceded by a leading edge vapor layer. The leading edge vapor 
layer is quasi-stationary but the interface downstream moves 
at nearly a constant velocity. 

2 The amplitude of the dominant wave controls the inter
face velocity. The maximum amplitude of the waves is much 
larger than the vapor substrate thickness and bears a relation 
to the wavelength. Based on the amplitude-to-wavelength ratio, 
the interface in subcooled film boiling can be divided into two 
regimes of behavior. 

3 In the low subcooling regime (three dimensional waves), 
adjacent to the thick leading edge vapor layer, the flow due 
to the developing liquid boundary layer and that due to the 
acceleration of the interface downstream merge. The flow so 
formed is then entrained by the moving interface. At the top 
of the first peak, the velocity profiles show a steep gradient 
at the interface. In the valley behind the first wave, flow ex
pands and the velocities decrease in the boundary layer. A local 
minimum and a maximum in velocity could be noted in the 
boundary layer. Flow was found to contract and expand at 
the succeeding wave peak and valley, respectively. 

4 At higher subcoolings (two dimensional waves), the liq
uid boundary layer thins but the phenomenon of expansion 
and contraction of the flow in the valleys and at the peaks, 
respectively, is similar to that for low subcoolings. 
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A P P E N D I X 

Error Analysis 
The uncertainty in determining the velocity from Eq. (1) is 

The estimated error in frequency determination is ±1.5 per
cent. The error in magnification factor as determined from a 
photograph of a reference ruler is ±0.4 percent. However, the 
uncertainty in measuring the displacement arises from a variety 
of sources as enumerated below: 

1 Measurement of bz on the video monitor. The error is 
estimated to be ±10.3 percent. 

2 Averaging effects due to a changing velocity field. This 
error results from the prediction of the exact fluid velocity 
from time-averaged velocity of the bubble over a small time 
interval. This error is estimated to be ± 4.1 percent. 

3 Bubble rise velocity. The terminal velocity of a bubble 
is calculated as 

and equals 0.7 mm/s for the 0.02-mm-dia bubble. The error 
due to terminal velocity of the bubble is assumed to be low 
except at the edge of the boundary layer. 

4 Response uncertainties due to finite size of the bubbles. 
According to Shraub et al. (1965), the response time of the 
0.02 mm bubbles is 10~7 s. Thus error in the displacement 
measurement due to response time uncertainty can be ne
glected. 

5 The displacement of the bubble from the z-y plane. Al
though the bubbles were seen to move out of the plane of 
release, the displacement error due to this effect is meaningful 
only at very low velocities. 

The net error in displacement measurement is calculated to 
be ± 11 percent, whereas the net error in determination of 
velocity is ± 12 percent. 

168 / Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Vijaykumar 

V. K. Dhir 

Mechanical, Aerospace, and Nuclear 
Engineering Department, 

School of Engineering and Applied Science, 
University of California, Los Angeles, 

Los Angeles, CA 90024 

An Experimental Study of 
Subcooled Film Boiling on a 
Vertical Surface—Thermal Aspects 
Wall and liquid side heat fluxes near the leading edge of a vertical wall 6.3 cm wide 
and 10.3 cm high were measured during subcooled film boiling of water at 1 atm 
pressure. The heat flux from the interface into the liquid and temperature profiles 
in the liquid thermal layer were measured using real time holographic interferometry. 
The wall heat flux was measured with thermocouples embedded in a copper block, 
one face of which served as the heated wall. The role of the leading edge vapor 
layer, ripples, and large bulges in modifying the liquid side heat transfer is quantified. 

1 Introduction 
Since Bromley's (1950) study of film boiling, numerous stud

ies of saturated and subcooled film boiling on heaters of var
ious geometries have appeared in the literature. Subcooled film 
boiling from a vertical wall was studied theoretically by Spar
row and Cess (1962). Employing a boundary layer type analysis 
and assuming a rigid wall condition at the vapor-liquid inter
face, they showed that the heat transfer coefficient depended 
on five dimensionless parameters based on fluid properties, 
wall superheat, and liquid subcooling. 

Frederking and Hoppenfeld (1964) used an integral method 
to study subcooled film boiling on a vertical wall and obtained 
heat transfer coefficients for the extreme cases of low and high 
subcoolings. For moderate subcoolings a weighted average of 
the two extreme cases was used. No experimental verification 
was provided. 

A theoretical study of subcooled film boiling on horizontal 
cylinders and a vertical plate was performed by Nishikawa and 
Ito (1966), who solved the boundary layer type equations for 
the two phases. Nishikawa and Ito matched velocity and shear 
stress at the interface and showed that the heat transfer coef
ficient was dependent on six parameters instead of five, as 
suggested earlier by Sparrow and Cess (1962). 

The results of analytical work of the above type, in which 
a stable laminar vapor film with a smooth vapor-liquid in
terface is assumed, appear to agree with experimental data for 
boiling only up to a few millimeters from the leading edge. 
For longer surfaces, these analyses tend to underpredict the 
average heat transfer coefficient and inaccurately predict the 
dependence of the heat transfer coefficient on the distance 
from the leading edge. Two kinds of modification of the lam
inar film approach have been attempted in the past for satu
rated film boiling. The first type of modification involves the 
assumption of turbulent flow in the vapor film. A model for 
turbulent saturated film boiling heat transfer has been pro
posed by Suryanarayana and Merte (1972) and a model for 
turbulent forced convection subcooled film boiling from a 
horizontal plate was proposed by Wang and Shi (1985). 

Coury and Dukler (1970) proposed a model for turbulent 
film boiling while taking into consideration the heat transfer 
enhancement by interfacial waves. They assumed that the am
plitude of the waves was of the order of the vapor film thickness 
and that the interface experienced low-frequency oscillations 
due to the waves. Experimental measurements of instantaneous 
and time-averaged rates of heat transfer showed good agree
ment with their turbulence-based model. 
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The second type of modification is based on the assumption 
that as the vapor flow path becomes longer with increasing 
surface size, the liquid-vapor interface becomes unstable, and 
interfacial waves are formed. The peaks of the waves appear 
like bulges. By dividing the vapor film into cells supporting a 
single bulge, the film boiling heat transfer coefficients are 
evaluated over each cell. Such a model has been proposed by 
Bui and Dhir (1985) for saturated film boiling on a vertical 
plate. Their model was found to compare well with their ex
perimental results for saturated film boiling heat transfer from 
a vertical plate. 

A number of experimental studies on subcooled film boiling 
have been reported in the literature that show that waves exist 
on the interface and that these waves enhance the film boiling 
heat transfer. Subcooled pool film boiling on spheres was 
studied by Dhir and Purohit (1978) and involved both exper
iments and analysis of the film boiling heat transfer. They 
found that the observed film boiling heat transfer coefficients 
were 50-60 percent higher than those predicted by the smooth 
interface theory. It was proposed that the higher heat fluxes 
were caused by the vapor film oscillations and by the increase 
in interfacial area caused by the ripples on the interface. How
ever, no mechanistic model was developed for the enhancement 
of subcooled film boiling heat transfer coefficient. 

Experiments were performed by Toda and Mori (1982) for 
subcooled film boiling on a horizontal wire and on a sphere. 
The wire diameter was 0.3 mm and the sphere was 12.7 mm 
in diameter. Vapor film thickness, heat transfer rates, and 
minimum film boiling temperatures were measured. The vapor 
film thickness was found to vary with time. The magnitude 
and frequency of oscillations were found to decrease with 
increased subcooling. Unfortunately, they neither correlated 
their experiments nor compared them with results from existing 
analyses. 

Subcooled pool boiling heat transfer from cylinders was 
studied by Sakurai et al. (1986). Their cylinders were 2 to 4 
mm in diameter. For the cylinder of diameter 2 mm, they 
found that experimental results of heat transfer compared well 
with prediction from a two-phase boundary layer model similar 
to the one proposed by Nishikawa and Ito (1966). For the 

•larger cylinders, the lack of agreement between the experi
mental and the analytical results using the two-phase boundary 
layer model is probably due to the neglect of the effect of 
waves upon the heat transfer. Mention must also be made of 
the studies of forced flow subcooled film boiling heat transfer 
from spheres reported by Orozco and Witte (1986) and the 
theoretical model proposed by Witte and Orozco (1984). How
ever, the influence of interfacial waves was not included in 
their work. An attempt to evaluate liquid side heat transfer 
from interface including the effect of the waves was made by 
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Ayazi and Dhir (1987) during a study of the minimum heat 
flux in subcooled pool boiling from cylinders. The liquid side 
heat transfer coefficients on the wave peak or bubble were 
obtained using natural convection correlations. However, the 
liquid side heat transfer in the wave valleys was obtained by 
using the two-phase boundary layer model. Although excellent 
agreement was obtained for minimum heat flux, no compar
ison between theoretical and experimental results was made 
beyond the minimum heat flux. 

All of the available evidence suggests that for surfaces with 
large characteristic length, the two-layer model proposed by 
Nishikawa and Ito (1966) is unable to predict the observed 
heat transfer coefficients. To understand the mechanics of 
interfacial heat transfer, in this work, wall and liquid side heat 
fluxes are measured for various liquid subcoolings and wall 
superheats. In the preceding paper, the structure of the inter
facial waves was described. It was shown that a quasi-station
ary vapor layer existed at the leading edge. This layer was 
followed by a moving vapor-liquid interface composed of a 
vapor substrate on which there exist ripples and large waves 
or bulges. The amplitude of the waves controls the interface 
velocity. The measured interface velocity was much larger than 
that predicted from the smooth interface theory. The flow in 
the liquid adjacent to the interface was found to expand in the 
wave valleys and contract at the wave peaks. Here the flow 
field results are used in conjunction with the results for liquid 
side heat transfer, temperature profiles, and isotherms in the 
liquid layer to provide a description of the mechanism of heat 
transfer enhancement by the interfacial waves. 

2.1 Experimental Apparatus. The experimental appara
tus was the same as described in the preceding paper. The 
liquid side heat fluxes and temperature profiles were measured 
by holographic interferometry. The optical layout is shown in 
Fig. 1. The beam from a N.E.C. 880A, 50 MW He-Ne laser 

Laser So 

Collimator 

Vapor Film 

Interferogram 

Test Section Hologram 

Fig. 1 Details of the optical layout 

split into two parts with a beam splitter. The object beam is 
enlarged with a collimator and it traverses the test section 
tangential to the heating surface and is finally incident upon 
the holographic plate. The reference beam traverses a similar 
path but without passing through the test section and is incident 
upon the holographic plate at an angle of 37 deg. The hologram 
is placed in a plate holder. The virtual image is photographed 
in real time with a Canon AE-1, 35 mm camera fitted with a 
zoom lens located behind the plate holder. 

2.2 Experimental Procedure. Startup of a typical exper
iment began with deaeration of the test liquid by vigorous 
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boiling in a separate reservoir and with preheating of the test 
section. The chamber was purged with nitrogen gas during the 
preheating period to avoid oxidation of the test surface. The 
test block was heated to 673 K and the test section was filled 
with water from the reservoir. The desired wall superheat was 
obtained by adjusting the voltage applied to the cartridge heat
ers. After a steady-state condition had been reached, ther
mocouple output was recorded on a Fluke data-logger. Tests 
were considered to be at steady state when the temperature of 
the test block changed by less than 1 K in 5 min. The liquid 
temperature changes were less than 0.2 K in 1 min up to a 
liquid subcooling of 10 K. Care was taken to avoid thermal 
stratification. The liquid thermal stratification was found to 
be less than 0.7 K over a height of 10 cm. 

Holographic interferometry has been well described in the 
literature and only its salient features will be described here. 
The base hologram was recorded on an Agfa 88HD-1 pho
tographic plate with a reference beam to object beam intensity 
ratio of 3:1. The liquid in the test section was maintained at 
room temperature when the base hologram was made. There
after the hologram was developed and the experiments in film 
boiling were commenced. Upon the commencement of sub-
cooled film boiling, the reference beam to object beam intensity 
ratio was set at infinity. The object beam was then slightly 
inclined to cause small differences in the path length between 
the object arid the reference beams. This caused the fringe field 
to be of the finite fringe type. Real time pictures were taken 
with the camera. The processed negatives were enlarged by a 
factor of 25. From the photographs, liquid temperature pro
files and interfacial heat fluxes were obtained. 

2.3 Data Reduction. The wall heat fluxes were obtained 
from the temperature distribution in the copper block. The 
temperature distribution in the copper block was found to be 
linear away from the top and bottom ends of the plate. As 
such, away from the ends, the heat conduction in the block 
could be assumed to be one dimensional. The liquid temper
ature distribution was obtained by extending the horizontal 
fringes representing the thermal condition in the undisturbed 
pool to the interface and noting the temperature corresponding 
to each location where the line extrapolating the horizontal 
fringes intersects the adjacent inclined fringe. The temperature 
at two locations is related as 

2}=7}_i+7^ly=l ,2 , (1) 

The interfacial heat flux could be obtained by extrapolating 
the temperature profiles to the interface and noting the slope 
(of the temperature profiles) there. But the above procedure 
of data reduction holds only if the heat flux is constant in the 
x direction. For low subcoolings, the vapor film thickness and 
the interfacial heat flux vary across the width of the heater. 
For this case, the data reduction was carried out by following 
the procedure outlined by Beer (1972). The temperature dis
tribution in the liquid was determined in the same way as 
described above but the interfacial heat flux was obtained as 

dT 
'dy~~ 

yA 

dT, 

(2) 

f(rb-rt) 

The fringe shift around the bubble is approximated by a quad
ratic profile, and the parameter,/is obtained by the integration 
of the assumed refractive index profile (i.e., temperature pro
file) in the thermal layer over one bubble radius. The derivation 
of parameter/is given by Beer (1972) and the numerical eval
uation is outlined by Vijaykumar (1990). 

Prior to the use of holographic interferometry in subcooled 
film boiling, the method was used in natural convection of 
water at about 368 K and the heater at 372 K. The natural 

convection data showed that wall heat flux obtained using 
interferometry was 7 percent less than that given by the ther
mocouples embedded in the copper block. It was about 4.3 
percent less than the results obtained by using the correlation 
given in Eckert and Drake (1972). The overall uncertainty in 
the liquid temperature is determined to be 7.3 percent. The 
total error in determination of the liquid side heat flux is 15.4 
percent. An error analysis is made in Appendix A. The max
imum error in the determination of wall heat flux was cal
culated by Bui'(1984) to be 11 percent. 

3 Results and Discussion 
Wall Heat Transfer Results. In Fig. 2 measured wall heat 

transfer coefficients are plotted as a function of distance from 
the leading edge for several liquid temperatures and a constant 
wall superheat. In this figure liquid heat transfer coefficients 
predicted from a two-phase boundary layer analysis similar to 
that of Nishikawa and Ito (1966) are also plotted. Complete 
details are given by Vijaykumar (1990). It is seen that the 
laminar smooth interface analysis underpredicts the experi
mental wall heat transfer results. Also it can be seen that 
experimentally obtained wall heat transfer coefficient shows a 
very weak dependence, if at all, on the distance from the leading 
edge. The boundary layer analysis, however, suggests that the 
heat transfer coefficient should vary as z~0'25. 

Figure 3 shows the variation of heat transfer coefficients 
with liquid subcooling for wall superheats ranging from 150 
to 300 K. The data indicate a linear dependence of heat transfer 
coefficients on liquid subcooling for a fixed wall superheat. 
This is consistent with the prediction of Dhir and Purohit (1978) 
for subcooled film boiling on a sphere. The plotted data were 
obtained at the middle section of the heated wall. 

Liquid side heat transfer from the interface is described next 
for the liquid subcooling ranging from 1.6 to 6.7 K and the 
wall superheat varying from 160 K to 207 K. 

Liquid Side Heat Transfer When the Wave Structure Is Three 
Dimensional. Liquid side heat fluxes were measured near the 
leading edge for low subcoolings for which the wave structure 
was found to be three dimensional. All of the liquid side heat 
flux data reported in this section were obtained within 35 mm 
of the leading edge. Thus these data are for distances that span 
the first one to two wavelengths. 

Figure 4 shows an interferogram of the leading edge region 
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a

Distance from the Wall,

for a liquid subcooling of 1.6 K. A large vapor mass is present
at the leading edge. However, it should be noted that the vapor
film looks much thicker than it actually is because of refraction
in the liquid. The vapor film thickness after it is corrected for
refraction error and the liquid side heat fluxes deduced from
the interferogram are plotted in Fig. 5. It is seen that a relatively
high heat flux exists at the frontal region of the leading edge
layer (location a). The rate of heat transfer decreases to a
minimum value at the peak (location f). Thereafter the heat

oO':'"""---L--..L------'-----.l---'-----L-----'
4 8 12 16 20 24 28

Y(mm)

Fig. 6 Temperature profiles In the liquid layer for .1Tw =160 K,
a Tsub = 1.6 K

flux increases again and remains constant at the upper back
region of the vapor mass until the frontal part of the large
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Fig. 7 Isotherms in the liquid layer for AT„= 160 K, A7"sub = 1.6 K 

wave is encountered. At the frontal region of the first peak, 
the heat flux is seen to increase gradually. The heat flux reaches 
a maximum at the top of the first peak before decreasing again. 

Temperature profiles in the liquid region adjacent to the 
interface are plotted in Fig. 6. In each case the dimensionless 
temperature T, varies from 0 (T=Tt) to 1 (7,= 7sat). The 
horizontal axis represents the distance normal to the wall and 
the vertical axis represents the temperature. Using the tem
perature data of Fig. 6, isotherms corresponding to dimen
sionless temperature of 0.25, 0.22, 0.18, 0.12, and 
approximately Oare plotted in Fig. 7. The interface represents 
an isotherm of T= 1. To facilitate the discussion, the thermal 
layer bounded by the isotherms of 0.18 and 0 is called the 
outer layer. The middle layer spans the isotherms of 0.18 and 
0.25. Most of the temperature drop occurs in the inner layer, 
which lies between 1 and 0.25. In the companion paper, stream
lines and velocity profiles were obtained for about the same 
subcooling. 

From Figs. 5, 6, and 7 and from Fig. 7 of the companion 
paper, the following observations are made: 

1 The insulation ahead of the leading edge is not adiabatic. 
Heat transfer by natural convection from the insulation induces 
fluid motion toward the vapor dome at the leading edge. The 
leading edge vapor dome was noted to be stationary. Hence a 
stagnation point is formed coincident with high heat transfer. 
At the stagnation point, a, the 0.18 isotherm falls very close 
to the interface. Thereafter the thermal layer grows thicker 
and the rate of liquid side heat transfer drops. The rate of 
liquid side heat transfer is much larger than the heat flux 
calculated by assuming conduction across the vapor dome. 
This suggests that the vapor dome acts like a large bubble with 
evaporation occurring at the base of the bubble. The high rate 
at which energy is deposited into the liquid in the frontal region 
can only be supported by condensation of the vapor. 

2 Between points d and e, the isotherm corresponding to 
0.18 splits, leading to the formation of step (^—\) shaped 
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Table 1 Average wall and liquid side heat fluxes obtained from exper
iments and plane interface analysis 

ATW 

K 
160 
188 
207 
203 

AT,u6 

K 
1.6 
2.8 
4.3 
6.6 

2 

mm 
29 
22 
35 
22.5 

Theoretical heat flux 
9w 
w/m2 

30800 
40900 
46550 
59250 

9/ 
w/m2 

5650 
8450 
12680 
17850 

Experimental heat flux 

w/m2 

42300 
51225 
61700 
78450 

Ivif 

w/m2 

30000 
40680 
49920 
61035 

9i 
w/m2 

8790 
13850 
21994 
67235 

profiles at points / and j . The temperature drop between the 
interface and the pool occurs in two distinct regions: once in 
the region near the interface (inner and middle layers) and once 
in the region far away from the interface (outer layer). From 
the velocity profiles, it is seen that the isothermal region is 
formed as a result of the flow induced by the motion of the 
interface downstream. Immediately adjacent to the interface, 
the velocities are very low and the heat transfer is by natural 
convection only. Hence the rate of heat transfer is low at the 
wave peak between locations d andy. Also, it must be pointed 
out that in the velocity profiles shown in Fig. 8 of the com
panion paper, the velocity profile due to natural convection 
(immediately adjacent to the interface at locations d andy) is 
not shown since the hydrogen bubble method has an accuracy 
of about 1 mm/s. 

3 At about pointy, the inner layer starts to shrink because 
of the high velocity of the liquid that is sucked into the valley 
preceding the accelerating interface. This signals an increase 
in heat transfer. The isotherms obtained from the temperature 
profiles aty and k show that the middle and outer layers merge 
near location k and the isothermal region completely disap
pears. The inner layer thickness remains nearly constant from 
k until point r and corresponds to a nearly constant heat flux 
condition. 

4 From point r, the thermal layer (chosen to be the region 
between T = 0 and T = 0.25 isotherms) does not follow the 
interface and thins in front of the large wave, thus causing an 
increase in heat transfer there. At point 5 (which corresponds 
approximately to point c in the u velocity profiles, shown in 
Fig. 7 of the companion paper), the velocity gradient at the 
interface is comparatively high. The higher velocity gradient 
accompanied by the thinning of the thermal layer at location 
s results in a high-temperature gradient at the interface and a 
high heat flux. At location w at the top of the first peak, both 
the 0.18 isotherm and the 0.12 isotherm seem to collapse on 
the interface. This corresponds to a very high rate of heat 
transfer. At location w, the isotherms are extremely closely 
spaced (a behavior shown by the streamlines at point d in Fig. 
7 of the companion paper). 

The liquid heat flux averaged over a distance of 29 mm from 
the leading edge is found to be 30 percent higher than that 
obtained from the boundary layer type analysis (see Vijay-
kumar, 1990). As given in Table 1, the wall heat flux calculated 
by assuming conduction across the film is only about 65 percent 
of that obtained from the thermocouples. The difference is 
probably due to the uncertainty in the measurement of film 
thickness, neglect of inertia in the film, and heat loss to the 
insulation ahead of the leading edge vapor layer. 

For a liquid subcooling of 2.8 K and a wall superheat of 
188 K, the vapor film thickness and the experimental liquid 
side heat fluxes are plotted in Fig. 8. The experimental wall 
heat flux and the liquid heat flux from laminar theory are also 
plotted in the same figure. A relatively high heat flux can be 
seen near the leading edge (points a and b). The heat flux 
decreases downstream of the leading edge until it reaches a 
minimum value at about 11 mm from the leading edge at point 
/ . The drop in heat transfer is solely due to the thickening of 
the liquid boundary layer or thinning of the vapor layer behind 
the quasi-stationary leading edge layer. A ripple can be seen 
between 9 and 19 mm from the leading edge. The rate of heat 
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Fig. 9 Temperature profiles in the liquid layer. (AT„=-\88 K, ATsub = 2.8 
K) 

transfer increases slightly near the peak of the ripple. There
after the heat flux decreases at the back of the ripple and 
attains the lowest value at the location where the vapor film 
is the thinnest. The heat transfer shows a sharp rise at location 
r in the frontal region of the bubble. It should be noted that 
a poor comparison exists between the experimental liquid heat 
fluxes and those predicted from the laminar theory. The lam
inar theory here and in subsequent figures refers to the results 
of two phase boundary analysis such as that performed by 
Nishikawa and Ito (1966) and repeated by Vijaykumar (1990). 
Near locations a, b, and r, the liquid side heat flux is observed 
to be equal to or higher than the wall heat flux. 

In Fig. 9, the nondimensional liquid side temperature pro
files are plotted for locations g, p, r, and t. The locations 
chosen are beyond 11 mm from the leading edge, since we are 
primarily concerned about the temperature profiles in the liq
uid adjacent to the interfacial waves. The temperature profile 
at location g is similar to a boundary layer profile. However 
the temperature profiles at locations at p and r_show three 
separate zones of temperature drop. Isotherms of T = 1, 0.38, 
0.32, 0.28, 0.22, and 0 deduced from the temperature profiles 
are plotted in Fig. 10. Most of the temperature drop occurs 
in the inner layer between T = 1 and T = 0.38. 

It is also noted from Fig. 9 and 10 that the inner layer thins 
substantially at point r on the front side of the bulge. As a 
result a large increase in heat flux is observed. The corre
sponding streamlines and liquid velocities are reported by Vi-
jayukumar (1990) and it was noted that the streamlines in the 
fluid in the vicinity of the interface at r do not follow the 
interface and simply run into the protruding interface. At 
location r, the interface acts like a large protrusion and the 
flow from the middle layer seems to impinge on the interface. 
It is seen that the isotherm, T = 0.38 is almost forced into 
the front portion of the bulge. The heat flux at the location 
where the thermal layer is the thinnest is about 8.1 times the 

30 

-a 
H 

T3 

D - T = .38 

T = .32 

T = .28 

T = .22 

T = 0 

>̂ 

T = l 

i 5Le 
0 5 10 15 20 

Distance from the Wall, y (mm) 

Fig. 10 Isotherms in liquid layer (AJ"„= 188 K, Arsub = 2.8 K) 

wall heat flux calculated from conduction under the bubble. 
Since the instantaneous liquid heat flux from the interface is 
found to be much larger than the calculated conduction heat 
flux, condensation of the vapor must occur to support the high 
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liquid side heat flux shows a much stronger dependence on the
distance from the leading edge and is consistently higher than
that obtained from the analysis. At a distance of 22 mm from
the leading edge, the average liquid side heat flux is about 60
percent higher than that obtained from theory. The underpre
diction of wall heat transfer results can be substantially at
tributed to the underprediction of liquid side heat transfer.
Table 1 gives the comparative magnitude of the various heat
fluxes.

Local liquid side heat flux for water subcooling of 4.3 K
(interferogram shown in Fig. 12) is plotted in Fig. 13 as a
function of the distance from the leading edge. The wall su
perheat was 207 K. The liquid heat flux is plotted .ov7r t~o

wavelengths and the leading edge vapor layer. The lIqUid sIde
heat flux decreases rapidly behind the leading edge vapor layer
and then shows an oscillatory behavior over each wavelength
thereafter. The oscillations in the magnitude of the heat fluxes
appear to be caused by the expansion of the flow field behind
the peak and the subsequent contraction in the front of the
next peak. This type of flow behavior results in stagnation
conditions at the front of the peak and subsequent high heat
flux there. In the back of each peak, the liquid boundary layer
thickens owing to the expansion of the flow in the valle~s and
the heat transfer decreases behind the wave peaks and III the
valleys. Figure 14 shows the average liquid side heat fluxes
plotted as a function of the distance from the leading .edge.
The experimentally obtained average liquid heat flux IS ob
served to be about twice that predicted by the analysis. From
Table 1 it can be inferred that most of the increase in wall
heat flux beyond that predicted from the analysis can be at
tributed to the enhancement of the liquid heat flux by the wavy
interface.

Liquid Side Heat Transfer When the Wave Structure Is Two
Dimensional. Liquid side heat fluxes were obtained for a
higher, subcooling of 6.7 K for which the wave structure was
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Fig. 12 Hologram for the case of a T... = 207 K, a T,ub = 4.3 K
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Fig. 11 Average liquid side heat transfer as a function of z for a Tw = 188
K, aT,ub=4.3 K

heat flux. The condensation of the vapor in the front portion
of the bubbles may be responsible for the little growth seen in
the substrate thickness and the bulge height downstream.

Downstream of the first bubble, the isotherms and stream
lines expand into the valley and the heat transfer is seen to
reduce at the back of the bulge and the wave valley. The
instantaneous liquid side heat fluxes in the leading edge region,
the ripple, and the bubble regions were calculated. The area
correction was found to be a function of the liquid subcooling
and varied from 4 to 28 percent near the leading edge, from
9 to 15 percent near the ripple, and was as much as 63 percent
over the bubble or large buldge. Wall heat fluxes were obtained
both from thermocouples embedded in the copper block and
from refraction corrected film thicknesses assuming conduc
tion across the film. Theoretical wall and liquid heal fluxes
were calculated from a plane interface analysis. In Fig. 11, the
experimentally obtained liquid side heat flux averaged over a
given distance from the leading edge is compared with that
from the plane interface analysis. It is seen that the observed
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two dimensional (described in detail by Vijaykumar, 1990). 
Only a brief summary of those results is presented here. Figure 
15 shows the results of the liquid heat flux plotted as a function 
of the distance from the leading edge. The results are similar 
to those for the low subcooling cases. Figure 16 shows a com
parison between the measured contour of the interface and the 
contour of the interface as obtained from the plane interface 
analysis. It was found that the leading edge vapor layer was 
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Fig. 16 A comparison of predicted and measured interface shape for 
A7\, = 203 K, Arsub = 6.6 K 

quasi-stationary with liquid evaporating at its base. Liquid side 
heat fluxes at the peak of the leading edge vapor layer were 
found to be larger than those given by simple conduction across 
the vapor layer. This suggests that some condensation must 
occur at the wave peak. The net vapor generated in the leading 
edge vapor layer left like a wall jet of high velocity. The change 
in velocity from zero to a finite velocity downstream caused 
the vapor film to thin in the valley downstream of the leading 
edge vapor layer. The thickness of the vapor film in the valley 
is smaller than that given by the plane interface analysis. In 
the valley as well as at the subsequent peak, the liquid side 
heat fluxes are observed to be higher than those obtained from 
the analysis. An inference with respect to the possibility of 
condensation at the subsequent peak can be made in a manner 
similar to that made for the stationary wave. The average liquid 
side heat flux over a distance of 21.5 mm (shown in Table 1) 
is about 88 percent of the wall heat flux. Thus it is seen that 
at higher liquid subcooling, most of the wall heat flux is trans
ferred to the liquid either directly through convection at the 
wave valleys or by condensation at the wave peaks. 

The essential features of liquid side heat transfer as seen in 
the above examples can be summed up as follows: Liquid side 
heat transfer has a cyclic behavior around each wave with 
maximum heat transfer a the peaks and minimum at the valleys; 
average liquid side heat transfer is enhanced and in the range 
of liquid subcoolings studied, the enhancement is found to 
increase with increasing liquid subcooling. The implication of 
this behavior of liquid side heat transfer on the wall heat 
transfer can be described as follows: The calculated liquid side 
heat flux at the peak is much larger than the wall heat flux 
determined by using thickness of the vapor film at the peak. 
The situation reverses in the valley where the liquid side heat 
flux is much smaller than the conductive heat flux across the 
vapor film. This suggests that most of the evaporation occurs 
in the valley with some of the vapor being condensed at the 
wave peaks. As a result the peaks attain an equilibrium height, 
which changes very little along the direction of vapor flow. 
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Because of the finite velocity of the interface, a given location 
on the heater surface experiences alternate periods of high and 
low heat fluxes. The frequency of these periods is dependent 
on the wall superheat and on the liquid subcooling. The ther
mocouples embedded in the copper block give a time-averaged 
value of the wall temperature. The time-averaged heat fluxes 
deduced from the thermocouple data show little dependence 
on the distance from the leading edge and are substantially 
higher than those predicted by laminar plane interface analysis. 
Large interface velocities, high liquid side heat transfer rates 
at the wave peaks, high wall heat transfer rates at the wave 
valleys, and reduced vapor flow pathlengths contribute to the 
overall enhancement of the time-averaged rate of heat transfer 
from the wall. 

Assessment of Applicablity of Classical Reynolds Analogy 
to Subcooled Film Boiling. The result of application of 
Reynolds' analogy in its most general form to forced convec
tion is written as 

Nu/ = - • CfRe,'Vrn'F(z/l) (4) 

The exponent n generally has a value of 1/3. The function 
F(z/l) shows the dependence of the Nusselt number on the 
entry length of the flow for the case in which the hydrodynamic 
and thermal layers start at different locations. The ratio 2 -Nu/ 
(Re/'cy»Pr/) is chosen to assess the validity of the results ob
tained in this study. This ratio R is simply St//c//2. Noting 
that the ratio R involves uh the Reynolds analogy is employed 
only for the moving interface downstream of the stationary 
vapor layer. To compare the skin friction and heat transfer 
coefficient at corresponding locations, the distance z has been 
chosen as the distance from the location where the quasi-static 
leading edge vapor layer joins the substrate. The distance is 
normalized by the wavelength. The ratio R is plotted as a 
function of the normalized distance z in Fig. 17. It is seen that 
the ratio is approximately constant at about 3 for all sub-
coolings and is weakly dependent on z. For most of the ex
perimental conditions considered here, the Prandtl number is 
approximately constant at about 1.8. From the classical bound
ary layer theory, the constant Pr"~' is expected to be less than 
1. The observed threefold increase in the ratio R is indicative 
of the net enhancement of the liquid side heat transfer due to 
wave action. 

a! 
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~ i i 

® AT„, = 160 K, T5„6 = 1.6 K 

H AT», = 188 K, Ts„t = 2.8 K 
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Assessment of Liquid Side Heat Transfer. The liquid side 
heat transfer is simulated by using transient conduction into 
a slab of liquid. Two types of situation are considered. 

In the first case, heat transfer to the liquid over one wave
length is modeled as heat transfer to a semi-infinite slab of 
liquid initially at a constant temperature 7) with the temper
ature of the face of the slab of liquid being assumed to vary 
sinusoidally with time during the period the wave travels a 
distance of one wavelength. 

For the one-dimensional transient heat conduction equation, 

d2T 1 df 

by2 ~~ a dt 

The initial and boundary conditions are written as 

At t = 0, 7 = 0 , for all ^ (4a) 

At y = oo, T= 0, for all t (4b) 

Aty = 0,T= A7sub cos(wt) for all y (4c) 

The solution of Eq. (4) is given by Carslaw and Jaeger (1962). 
The surface heat flux averaged over one time period is 

a 

(4) 

<<?,> = 0.586- (5) 

or in terms of the heat transfer coefficient, 

<Sf,> 
Nu 

Re«Pr 
= 1.04 a 

Xu, 
(6) 

In Table 2, the results from Eq. (6) are compared with the 
experimentally determined values. The predictions from this 
simple model are found to be in agreement with the data for 
low subcoolings only. The lack of agreement between theory 
and experiments as the subcooling increases is probably due 
to neglect of flow in the liquid layer. At low subcoolings, the 
interface velocity is sufficiently high so that the liquid can be 
assumed to be stationary. But at higher subcoolings, the in
terface velocity is low and the liquid velocity normal to the 
interface cannot be neglected. Thus in the second case, the 
transient conduction equation is modified to include this ve
locity. Assuming that the velocity v is independent of time and 
distance, the governing energy equation for this case is written 
as 

d2T 

dy2" 

P£pdT dT 

k dt+Vdy (7) 

The initial and boundary conditions are the same as those in 
Eqs. (4«)-(4c). Assuming a solution of the form 

T=F1(y)ei"' (8) 

and by separating the variables, the expression for the tem
perature profile in the liquid is obtained as 

T=ATsube 
-Mi + f] 

cos(wt~— &) 
2a 

(9) 

where £ = (1 + V l + c 2 ) / [ V 2 ( l + c
2)0-25] a n d c = 4a>a/v2 

In the limit t>—0, u(l + £)/2a becomes V a>/2a. Hence ir 
the limit v^0, Eq. (9) becomes 

Table 2 Average Stanton number over a wavelength/waveperiod ob
tained from experiments and from transient conduction analysis 

Fig. 17 Nondimensional number R plotted as a function of z 

Ar„ 
K 
160 
188 
207 
203 

AT,U(, 
K 
1.6 
2.8 
4.3 
6.6 

<St, > 
Theory 
2.0 x 10~3 

4.2 x 10"3 

5.8 x 10"3 

9.9 x 10"3 

St, 
Expt. 
1.8 x 10"3 

4. x 10-3 

6.6 x 10"3 

3.0 x 10"2 
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Table 3 Average Stanton number obtained from the experiments and 
from modified transient conduction analysis 

K 
160 
188 
207 
203 

AT a u t 

K 
1.6 
2.8 
4.3 
6.6 

V 

m/sec 
0.02 
0.0099 
0.0089 
0.008 

<St, > 
Theory 
2.3 x 10"3 

4.8 x 1Q~3 

7.2 x 10~3 

2.4 x 10"2 

St, 
Expt. 
1.8 x 10"3 

4.0 x 10"3 

6.6 x 10"3 

3.0 x lO"2 

attributed to the underprediction of liquid side heat flux on a 
wavy interface. 

5 The liquid side heat fluxes averaged over each wavelength 
can be modeled by a simple transient heat conduction model 
for very low and low subcoolings. For higher subcoolings, the 
results for liquid side heat transfer are better predicted by 
analytical results from a transient conduction model that in
cludes the effect of the velocity normal to the interface. 

Arsube 2 « / 
03/ - y (10) 

This expression is the same as that obtained by solving Eq. 
(5). 

The instantaneous heat flux at the face of the slab is deter
mined to be 

r̂, = A: /ArsubV2^(l + e c o s L / - ^ + ̂ j (11) 

The heat flux can then be integrated and averaged over one 
cycle. The corresponding heat transfer coefficient or Stanton 
number for this case is 

<St,> 
Uisjl 

(12) 

Using the experimentally determined average values of v and 
«,, Eq. (12) was evaluated. Table 3 compares the prediction 
from Eq. (12) with the data. It can be seen that for all sub
coolings, the predicted <St/> are within about 20 percent of 
the data. It suggests that for high subcooling, as the interface 
velocity becomes small, the crossflow contribution can be im
portant. 

Summary and Conclusions 
1 By using holographic interferometry, it has been shown 

that in subcooled film boiling, liquid side heat flux is affected 
by the presence of a finite vapor layer at the leading edge and 
ripples and large waves on the interface. 

2 At low subcoolings, the presence of the stationary vapor 
layer at the leading edge and a moving interface downstream 
leads to very high fluxes in the front of the layer. 

3 The liquid side heat transfer over each wavelength shows 
a cyclic behavior with the maximum heat flux occurring at the 
peaks and the minimum heat transfer occurring in the wave 
valleys. High local liquid heat flux at the peaks suggests the 
possibility of local condensation. Evaporation at the valleys 
and condensation at the peaks results in little increase in the 
substrate film thickness in the vapor flow direction. 

4 The liquid side heat transfer is enhanced both by the 
cyclic behavior and by area correction. To a great extent, the 
underprediction of the wall heat transfer can be approximately 
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Critical Heat Flux in Horizontal 
Tube Bundles in Vertical 
Crossflow of R113 
The critical heat flux (CHF) on a single tube in a horizontal bundle subject to an 
upward crossflow of R113 has been studied in three bundle geometries. Effects of 
local quality, mass flux, pressure, and bundle geometry on the CHF were investi
gated. The shapes of the CHF-quality curves display three distinct patterns, which 
progress from one to another as mass flux increases. At low mass fluxes, the CHF 
data monotonically decreased with increasing quality. At intermediate mass fluxes 
with increasing quality, the CHF data initially decreased to a relative minimum, 
then increased to a relative maximum, and finally began to decrease again as the 
higher qualities were reached. At high mass fluxes, as quality increased, the CHF 
rose gradually from the zero quality value to a maximum and then began to decrease. 
For all mass fluxes, the zero-quality CHF points clustered around an average value, 
which varied slightly with test section geometry. Mechanisms for the CHF condition 
are suggested. 

Introduction 
Shellside boiling on horizontal bundles is common in the 

power, process, and refrigeration industries. However, not 
enough is known about the fluid dynamics and heat transfer 
of boiling in bundles or of the critical heat flux (CHF) condition 
to prevent overdesign. As a result, design methods must be 
conservative. Recommended design calculations rely on pool 
boiling CHF information for single tubes (e.g., Palen and 
Small, 1964), but, as a result of cautious calculations, some 
heat exchangers may be as much as 300 percent overdesigned 
(Niels, 1979). Hence, accurate predictions of bundle maximum 
heat flux could reap savings in materials and energy by elim
inating the large uncertainty in design. 

A survey of the literature reveals that the number of cross-
flow CHF studies is small; specific information about effects 
of mass flux, quality, pressure, and geometry on the CHF on 
a single tube in a channel by itself or in a bundle is scarce. 
Jensen and Pourdashti (1986) investigated the CHF on a single 
tube in subcooled and low-quality R113 upflows. The CHF 
decreased linearly with quality from the subcooled region up 
to about 10 percent quality and then leveled out. Yao and 
Hwang (1989) found a similar trend for the CHF on a single 
heated tube in a channel and noted that the CHF decreased 
with an increasing ratio of tube diameter to channel width; 
the CHF on a tube in an unheated bundle increased with 
increasing mass flux for a given subcooling. 

Hasan et al. (1982) found that an unheated in-line cylinder 
within four diameters upstream of the heated test cylinder 
could reduce the saturated liquid CHF of the heater by as 
much as 90 percent. Upstream staggered cylinders caused only 
a slight decrease in the CHF below that of a single tube. The 
effect of upstream tubes became noticeable above a very low 
liquid velocity. Downstream cylinders had little effect. 

Schuller and Cornwell (1984) studied a slice of a kettle re-
boiler with electrically heated tubes, as well as a smaller in
line array in a channel with forced flow; each had a P/D of 
1.33. Dryout heat fluxes for tubes in the bundle were lower 
than those for a single tube in an infinite flow field and de
creased as local quality increased. The authors also remarked 
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that a significant change in tube temperature did not distinguish 
the onset of the dryout condition. 

Cumo et al. (1980) studied the CHF condition on a single 
heated tube in a 3 x 3 rotated square bundle (P/D = 1.25) 
subject to a known two-phase upward crossflow of R12 at 
7.85 bar. Qualities ranged from 0 to 30 percent and mass fluxes 
(based on the minimum flow area) ranged from about 40 to 
140 kg/m2s. Under all flow conditions the CHF increased with 
increasing quality and leveled out at higher qualities. Exper
imental results showed that the saturated liquid CHF depended 
very weakly on mass flux. 

From this review (for more details see Leroux, 1990), it is 
clear that few investigations for the CHF in tube bundles under 
two-phase flow conditions have been performed. Studies that 
involve two-phase flow in bundles, with the exception of that 
of Cumo et al., do not include specific information about local 
quality and mass flux at a tube undergoing CHF. Likewise, 
the ranges of flow conditions studied have been limited. Hence, 
this investigation seeks to establish the effects of variations of 
fluid flow conditions and geometry on the CHF condition on 
a tube in an unheated bundle. To this end, an experimental 
investigation has been performed in which mass flux, pressure, 
local quality, and test section geometry were controlled and 
varied over a wide range of conditions. The experiments per
formed for this study involved heating only one tube in the 
tube bundle. R113 was used as the working fluid because it is 
a good modeling fluid for the CHF condition, requires lower 
pressures and power than water, and is safer than hydrocar
bons. 

Apparatus and Procedure 
In this investigation, CHF studies on a heated tube in an 

unheated bundle were carried out on two test section geom
etries. These results and those obtained by Dykas and Jensen 
(1990) on a third bundle geometry form the basis of this paper. 

The flow loop used in this experiment is described by Dykas 
and Jensen (1990) and consisted of a positive displacement 
pump, electric preheaters, condenser/aftercooler, storage/ 
surge tank, and the test section assembly (Fig. 1). Degassed 
R113wastheworking fluid. Each test section chamber enclosed 
a tube bundle consisting of 7.94 mm o.d., 7.62 mm i.d., 82.6-
mm-long stainless steel tubes; the heated length of the tube 
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R 113 ~&>~ SHUT-OFF VALVE 

WATER - J X j - CONTROL VALVE 

Fig. 1 Schematic of (low loop 

was 82.6 mm. A 5 column by 27 row equilateral triangular 
array with P/D = 1.30 and a 5 x 27 square, in-line array 
with P/D =1.70 were tested for this proj ect. Dykas and Jensen 
tested a 5 x 27 square, in-line array with P/D = 1.30. In each 
bundle, half of each tube in the outside columns was imbedded 
in the chamber walls. The tube on which the CHF condition 
was obtained (Fig. 2) in all cases was the center tube of the 
25th row from the bottom. This tube was situated far from 
the chamber inlet to avoid entrance effects. The tube had brass 
ends to which power leads were attached and was electrically 
isolated from the chamber walls (Fig. 3). 

The test section inlet pressure was measured with a Bourdon-
tube gage. Five inverted U-tube manometers measured the 
pressure differential between six pressure taps distributed along 
the tube bundle. Copper-constantan thermocouples at the inlet 
and the exit of the test section, and elsewhere in the loop, were 
placed in the center of the flow channels. The mass flow rate 
was measured upstream of the preheaters by means of a turbine 
flow meter. The CHF tube was heated by joulean heating, and 
the direct current to the tube was found by measuring the 
voltage across a shunt in the voltage lead to the tube. Ther
mocouple voltages, flow meter frequencies, and CHF tube 
voltage drops were measured using a computer-controlled data 
acquisition system, while pressure readings were manually en
tered into the computer. 

After the flow and pressure levels were established, the elec
tric preheaters were set to raise the R113 temperature to that 
necessary to attain the desired quality at the heated tube in the 
bundle. One variable 15 kW and two 20 kW preheaters were 
used. The 5 kW gap in the preheater power prevented obtaining 
all inlet qualities at all mass fluxes, thus resulting in gaps in 
the CHF-x curves. A high pressure was maintained in the 
preheaters; as the high-pressure liquid passed through the 
flashing valves (Fig. 1), the liquid flashed and the two-phase 
mixture flowed vertically upward through the test section. (The 
large pressure drop across the flashing valves also prevented 
thermal-hydraulic instabilities from occurring in the loop.) 
Quality at the CHF tube was determined by an equilibrium 
energy balance across the flashing valves. CHF data points 
were taken once conditions in the loop had reached steady 
state. The power to the CHF tube was increased in small 
increments until an increase in wall temperature, as reflected 
by the tube resistance, indicated that the CHF condition had 
occurred. The power was then shut off. The CHF tube was 

periodically removed from the bundle and inspected. If there 
was discoloration due to the high temperatures attained or 
evidence of scaly buildup due to decomposed refrigerant (usu
ally small), the tube was replaced. 

As the electric current was incremented slowly, the tube 
resistance remained essentially constant between power incre
ments, but upon the attainment of the CHF power level, the 
tube resistance would begin to rise steadily due to a temperature 
rise of the tube. Such a temperature rise indicated the CHF 
condition on the tube. The current would then begin to fall 
while the resistance rose until power was shut off. A current 
drop of at least 1 A was accompanied by a 2 percent rise in 
resistance at CHF. The average current value (and its corre
sponding voltage) since the last increment and prior to current 
dropoff was chosen as the CHF value and manually entered 
into the computer. 

The CHF point did not always distinguish itself by a steadily 
declining current and rising tube resistance. At high mass fluxes 
(300 kg/m2s or greater) and qualities greater than 30 percent, 
the current displayed a phenomenon best described as "ratch
eting." Upon reaching a value set by the operator, the current 
would decrease by 1-2 A and level out for several seconds; it 
then might rise again to the originally set value. When the 
current was manually increased the same behavior was re
peated. Resistance began to increase steadily at the same time 
the current first dropped. The ratcheting would continue until 
the power was shut off to prevent tube damage. 

As a result of ratcheting, identification of the initiation of 
the CHF condition was difficult at higher mass fluxes because, 
apparently, only small patches on the tube would overheat 
while the remainder of the tube would stay wetted and cooled. 
Because there were no visual observations of conditions on the 
tube, a decision had to be made regarding which point to 
interpret as the CHF condition. One test section was instru
mented with four thermocouples equally spaced around the 
inside circumference of the tube at the tube midline. While the 
CHF condition did not always initiate immediately around 
these locations, during one test run it did. The temperature 
indicated by the thermocouple at the rear stagnation point rose 
sharply (from 85°C to 178°C), an adjoining one also experi
enced elevated temperatures, and the remaining two showed 
small temperature increases. This temperature rise was accom
panied by an increase in the tube resistance of 1-2 percent and 
a corresponding drop in current. Based on the tube temperature 

Nomenclature 

D = tube diameter, m 
G = mass flux, kg/m2s 
P = pitch, m 

p = pressure, kPa 
g"r = critical heat flux, kW/m2 

x = quality 
Subscripts 
loc = local conditions at CHF tube 
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VOLTAGE TAP 

CHF-TUBE 

SIDE-WALL TUBE 

UNHEATED A M 
'NON-INSTRUMENTED TUBE 

.FLOW VERTICALLY UP 

Fig. 2 Typical in-line tube bundle test section 

observations during the specially instrumented CHF run and 
on a model of tube resistance under patchwise dryout (see 
Leroux, 1990), it was concluded that the first increase in tube 
resistance and fall in current would be accepted as indicating 
the initiation of the CHF condition. 

After data at several mass fluxes had been taken, there was 
often a thin patch of black, scaly deposit on the downstream 
side of the tube at midlength. No such deposit appeared on 
the upstream side of the tube. This evidence, along with the 
temperature measurements taken during a CHF run, suggests 
that the CHF condition initiated on the downstream side of 
the tube. 

Mass fluxes from 50 to 500 kg/m2s, pressures of 1.5 and 
5.0 bar, and qualities from 0 to 70 percent were tested. Max
imum preheater capacity restricted the range of quality at higher 
mass fluxes and pressures, especially in the 1.70 in-line test 
section. Mass flux was calculated through the minimum flow 
area within the tube array. Local pressure at the CHF tube 
was calculated by linear interpolation between pressure taps. 
The saturation temperature at the CHF tube was then derived 
from the local pressure. Quality at the CHF tube was then 

Fig. 3 Cross section of CHF and uninstrumented tubes 

CHF 

V::::>:::::WxX:g SPRAY-ANNULAR FLOW j: 
S DRYOUT MECHANISM :j 

Quality 

Fig. 4 Basic curve patterns observed in the data and postulated flow 
regimes and CHF mechanisms mapped out of typical CHF curves 

found from an energy balance. The CHF was calculated from 
the electric power supplied to the tube and the tube surface 
area. Uncertainties in the experimentally measured quantities 
were estimated through a propagation of uncertainty analysis 
as: G, ±3.0 percent; pioc, ±0.5 percent; Xioc, ±0.5 percent; 
q"cr, ±5.0 percent. Tabulated data can be obtained upon re
quest or from Leroux (1990). 

Results and Discussion 
Three different CHF-condition curve patterns exist in the 

CHF data obtained in this study, and the patterns are a function 
of mass flux and quality for a given test section and pressure. 
These will be briefly described now so that examination of the 
data can be made with reference to these trends. The first 
pattern (Fig. 4) generally occurs with low mass fluxes. In this 
pattern, the CHF monotonically decreases from the zero-qual
ity value to one as much as 50 percent lower as quality increases 
from zero to the highest value tested. 

The second pattern appears at low and intermediate mass 
fluxes. This pattern's shape resembles an inverted sine wave. 
The second pattern behaves similar to the first at low qualities. 
At higher mass fluxes and qualities, the CHF begins to increase 
rather than continuing the monotonic decrease in CHF, thus 
departing from the first pattern. Eventually, for a given mass 
flux, a maximum CHF is reached and the CHF-quality curve 
again decreases monotonically with increasing quality. As mass 
flux increases, the local minimum CHF shifts to the left and 
approaches the zero-quality CHF value; the local maximum 
CHF also shifts left, and becomes higher. 

The third pattern appears at high mass fluxes. The zero-

Journal of Heat Transfer FEBRUARY 1992, Vol. 114 /181 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



320 

30B 

260 

240 

200 

160 

1GB 

MB 

120 

IBB 

fltt 

-
'-

~ 

~ 

• > ' i l i 

. < i | i i . i | i i i , | i . i i | , , , , . . , - , , 

1 .3 I N L I N E I . S b a r 

oo o o 

^ o D o O O ^ A . * Q 

O Q
D A A A 

O D A 
sip A 

p ^ A X Xx x 

JsaoA A x x Q Q x 

o ° 
- i - ^ J 1 l - ^ - . . . ! 1 . . 1 1 1 , , , , 1 1 , 

o 
X 

A 

D 

O 

D 

, . i 

LEGEND 

MRSS F L U X " 

S 0 k g / m " E K s J 

1 0 0 k g / m ' - 2 H S : 

2 0 0 k g / m " 2 * s " 

3 0 0 k g / m ~ 2 * s j 

4 0 0 k g / m ' - 2 * s ': 

5 0 0 k g / r a ' 2 * s -

i 

o -. 

A Q Q -i 

: 

340 

320 

388 

260 

aea 

24B 

220 

2BB 

i O 

r x 

L A 

: O 

r O 

j-

LEGEND 

MRSS F L U X 

5 0 k g / m " 2 « s 

1 0 0 k g / m " 2 * s 

2 0 0 k g / m ~ 2 X s 

3 0 0 k g / m " 2 * s 

4 0 0 k g / m ~ 2 * s 

5 0 0 k g / m ^ 2 « s 

' ' 1 ' -'• ' ' 1 ' ' > ' 1 ' 1 

1 . 3 S T A G G E R E D 1 . 5 b a r 

Q 
o °b o 

a a n n a 
A

 A * a o A 

o a 

A 

• A 
<£ a . 

O * & x * * 
X 

xO* * 

. . . . O . r . .""P. . O, .<ra. ,m. . 0 . , 0 0 . . , . 

i 

Fig. 5 Variation of CHF with quality: 1.3 in-line bundle at 1.5 bar (Dykas 
and Jensen, 1990) 

Fig. 7 

QUHLITY 

Variation of CHF with quality: 1.3 staggered bundle at 1.5 bar 

340 

320 

3BB 

280 

260 

248 

£20 

: I . 3 I N L I N E 5 b a r O ^ 

l 

: 
; 
L £ 

L 

i. 

i 

r 

O 

0 0 0 ° ° ^ ° ° CD D 

£OA n D f i » A ^ 

^ X X >< X X X * A 

X 

O 

Q 

O 
C l 

X 

A 

• 
o 

: 
i 

-i 

LEGEND -

HRSS FLUX : 

5 0 k g / m ^ 2 H s : 

1 0 0 k g / ( n A 2 K s j 

2 0 0 k g / - m A 2 * s : 

3 0 0 k g / m ~ 2 * s -

4 0 0 k g / m " 2 * s : 

5 0 0 k g / m ~ 2 * s : 

Fig. 6 Variation ot CHF with quality: 1.3 in-line bundle at 5.0 bar (Dykas 
and Jensen, 1990) 

quality CHF value remains roughly the same as in the second 
and first patterns. Unlike the other patterns, the third CHF-
quality pattern shows an immediate increase in CHF with in
creasing quality; apparently no local minimum CHF exists. As 
quality increases, the CHF reaches a maximum and then begins 
a monotonic decrease. 

Two-Phase CHF Data. For the 1.30 in-line test section (all 
data from Dykas and Jensen, 1990) at 1.5 bar (Fig. 5), the 
shape of the second pattern characterizes the data at all but 
the highest mass fluxes. The low-pressure data for mass fluxes 
of 400 and 500 kg/m2s experience step changes in the CHF 
upon reaching qualities of about 40 and 20 percent, respec
tively. The reason for these jumps is unknown; they do not 
recur under any other conditions, and repeated data runs con
firmed these points. At 5.0 bar (Fig. 6) the peaks of the 400 
and 500 kg/m2s curves occur at successively higher qualities 
than that of the 300 kg/m2s curve. Observation of the trends 
in the other test sections indicates that this right shift of the 
peaks is anomalous. We can speculate that these two unusual 
trends are attributable to the uncertainty of the CHF point 
when the ratcheting phenomenon (discussed previously) begins 
at high mass fluxes. The low-pressure data for the 1.30 stag
gered bundle offer the clearest example of the evolution of the 
three curve shapes with mass flux and quality (Fig. 7); at high 
pressure (Fig. 8), all the CHF curves for mass fluxes less than 
400 kg/m2s have the negative slope of the first curve pattern. 

In the 1.70 in-line test section at low pressure, the CHF 
reaches the maximum value at a mass flux of 200 kg/m2s (Fig. 
9). The maximum CHF values for higher mass fluxes all fall 
below this maximum. This is the most prominent phenomenon 
that distinguishes this larger pitch in-line bundle from the 1.30 
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in-line bundle. At the highest mass flux, data were not obtained 
after about x = 0.14 because of equipment limitations. At the 
high pressure (Fig. 10), data also are limited due to equipment 
limitations, but the data appear to follow the patterns noted 
with the other test sections. 

Zero-Quality CHF. The CHF-quality curves at all mass 
fluxes in all three test sections pass through a narrow range 
of values at zero quality. At 1.5 bar the range centers around 
approximately 165 kW/m2. Most of the zero-quality CHF data 
fell within ±10 percent of this value. At 5.0 bar, the zero-
quality values centered around approximately 245 kW/m2, and 
the scatter is comparable. Note that the saturated liquid pool 
boiling CHF values calculated with Sun and Lienhard's (1970) 
correlation (as modified by Lienhard and Dhir, 1973) are 203 
kW/m2 at 1.5 bar, and 276 kW/m2 at 5.0 bar. Hence, at least 
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for the flow conditions and geometries tested, variations in 
bundle geometry cause only small variations in the saturated 
liquid CHF. At the same time, the CHF of a single tube in a 
bundle subject to crossflow is greatly reduced compared to 
that of a single isolated tube in pool boiling. Other researchers 
have noticed little variation in CHF on single tubes and in tube 
bundles in low-velocity saturated liquid flows (e.g., Cumo et 
al., 1980; Katto and Haramura, 1983). The similarity between 
low-velocity saturated flows and pool boiling conditions has 
been noted by Lienhard and Eichhorn (1976) and may account 
for the small variation of CHF with liquid velocity in low-
velocity saturated flows. 

Subcooled CHF. Few data were taken in subcooled flows. 
The maximum inlet subcooling was 8°C. In most cases, the 
subcooled trend extends slightly into the low-quality region, 
as found by Dykas and Jensen (1990) and by Jensen and Pour-
dashti (1986). In some cases, however, the data trend in the 
subcooled region is opposite to that in the low-quality region. 
For example, the 1.5 bar data for 400 kg/m2s in the 1.30 in
line bundle decrease as subcooling increases, but begin to rise 
at low positive qualities. Hence, these data follow the second 
curve pattern, with the local minimum occurring at or near 
zero quality. This suggests that the curve patterns described 
in the two-phase region extend into the subcooled region. 

Effect of Pressure. In general, the CHF values for a given 
test section cover a narrower range at 5.0 bar than they do at 
1.5 bar, as can be seen by comparing the high and low-pressure 
data for each test section. The ascending portions of the high-
pressure data curves have smaller slopes than do their low-
pressure counterparts, especially at low mass fluxes. Besides 
affecting the relative slopes of the mass flux curves, increased 
pressure also affects the development of the CHF-quality curves 
with increasing mass flux. In a particular test section at 5.0 
bar, the same pattern may first appear at a lower mass flux 
than it does at 1.5 bar. For example, in the 1.30 in-line test 
section, the high-pressure curves develop the third curve pat
tern at 200 kg/m2s, while the low-pressure data do not develop 
it until 400 kg/m2s. 

Effect of Bundle Geometry. The effects of tube layout may 
be assessed by comparing the data of the 1.30 staggered and 
1.30 in-line test sections. In the staggered bundle, as mass flux 
increased, there was a more pronounced difference between 
the slopes of the CHF-quality curves for different mass fluxes 
than there was in any other test section. Consequently, at a 
given pressure, the range of CHF values covered by the three 
curve shapes displayed by the data of the staggered bundle is 
wider than the range in either of the in-line test sections. At 
the low pressure, the data of the staggered bundle for mass 
fluxes less than 300 kg/m2s fall below their in-line counterparts, 
while the higher mass flux data in the staggered bundle are 

greater than in the in-line bundle. At the high pressure, the 
staggered bundle CHF generally fall below those of the in-line 
bundle at every mass flux. 

The differences in the data between the 1.30 and the 1.70 
in-line test sections demonstrate the large influence of pitch-
to-diameter ratio on the CHF condition. At low pressure, the 
1.70, low-mass-flux data are lower than those from the 1.30 
test section. With increasing mass flux, the 1.70 data become 
equal to or greater than their 1.30 counterparts. At high pres
sure, the low-mass-flux data from the 1.70 test section are 
lower than those from the 1.30 test section, but, again, as mass 
flux increases, the CHF values from the two test sections be
come similar. 

Comparison With Other Data. Although few studies of 
the critical heat flux on a tube in a bundle in two-phase upward 
crossflow have been reported in the literature, favorable com
parisons may be made between the data trends of the present 
experiment and the trends in those few studies that have similar 
geometries and conditions. The present data agree well with 
the data of Schuller and Cornwell (1984). In their "tube column 
rig," they observed that the CHF generally decreased with 
increasing quality. In the present data, the low-quality data 
trends of the first and second curve patterns agree with this 
downward trend. Their liquid velocities fall near the middle 
of the present experiment's range of 0.034 to 0.37 m/s. 

Another study in which the CHF tube is subject to the 
influence of parallel neighbors is that of Hasan et al. (1982). 
For a fixed P/D, the saturated liquid CHF decreased with 
liquid velocity until, at a certain velocity, the CHF began to 
increase. This pattern is similar to that of the second curve 
pattern. Because increasing quality at a given mass flux results 
in an increase in flow velocity, the decrease and subsequent 
increase of the present data with quality in the second curve 
pattern are similar to the trends in Hasan's data. 

The investigation of Cumo et al. (1980) concerning the crit
ical heat flux in a bundle is most similar to the present one. 
However, the CHF-quality curves of Cumo's investigation do 
not agree with the present investigation's data for similar mass 
fluxes, and there are ambiguities in the interpretation of 
Cumo's data. For qualities up to 30 percent and mass fluxes 
less than 140 kg/m2s, the Cumo CHF-quality curves were sim
ilar to the curves for mass fluxes of 300 kg/m2s and above in 
the present investigation. Attempts to reconcile Cumo's data 
with those of the present experiment were made by comparing 
nondimensional mass fluxes through such groups as a liquid 
and two-phase Reynolds number, the Weber number, the 
Froude number, etc.; however, the nondimensional mass flux 
values were different by a factor of at least three. 

Speculation on CHF Mechanisms. The three CHF-quality 
curve patterns are composed of three trends. These are a down
ward trend at low quality and at low mass flux, an upward 
trend that may occur at low to intermediate qualities at mod
erate to high mass fluxes, and another downward trend that 
appears at intermediate to high qualities. Mechanisms gov
erning the CHF phenomena for each trend in the data can be 
suggested, along with accompanying flow patterns. A specu
lative CHF mechanism and flow pattern map is presented in 
Fig. 4, where the different mechanisms and flow patterns are 
superimposed on typical CHF curves. 

A departure from the nucleate boiling (DNB) phenomenon 
similar to that which occurs in pool boiling may bring on the 
CHF condition at low mass fluxes and low qualities where the 
CHF decreases monotonically with quality. Lienhard and 
Eichhorn (1976) noticed the same vapor jet escape pattern in 
both pool boiling and low-velocity saturated flow boiling. Fur
thermore, Lienhard (1988) remarked that the same CHF mech
anism applies in both subcooled and saturated pool boiling. 
One may conclude that for low-velocity subcooled and satu-
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rated flows, the CHF mechanism is the same as in pool boiling. 
Extending Jensen and Pourdashti's (1986) reasoning to tube 
bundles, the pool boiling CHF mechanism may apply for a 
specific trend whether the local flow is subcooled or low qual
ity. The accompanying flow pattern may be described as bub
bly, a pattern often witnessed in low-velocity, low-quality flows. 

It is believed that the high-quality CHF behavior is the result 
of a dryout process. The downward CHF trend at high quality 
may result from an evaporating thin liquid film on the tube 
in a spray-annular flow pattern. Quality, void fraction, and 
vapor velocity are high in this regime, and entrainment and 
evaporation compete with droplet deposition on the tube to 
determine the CHF in a process similar to that which occurs 
in in-tube flows. 

At intermediate qualities, the upward slope of the CHF trend 
may reflect a transition from the low-quality to the high-quality 
mechanism. The flow pattern in this region of the curves also 
may be transitional. In this region, one may speculate that the 
intermediate quality flow results in increased liquid convection 
and faster bubble removal due to increased vapor shear, but 
this only results in enhancement of the heat transfer process 
and is not large enough for the vapor shear to detrimentally 
thin the liquid film on the surface. Hence, this raises the CHF 
as quality increases until the transition to a vapor-dominated 
flow occurs at the peak of the curve. 

Where the same data trends are observed in the different 
tube bundle geometries at different qualities, mass fluxes, and 
pressures, certain flow conditions must be common. The oc
currence of a given trend within a given bundle's data is prob
ably determined by particular combinations of mass flux, 
quality (or void fraction), and pressure, which results in a 
specific flow pattern. Because no general flow pattern map for 
crossflow in multitube bundles is available, it is not presently 
possible to confirm this speculation. However, it is reasonable 
to assume that the flow pattern is a key parameter needed to 
describe the CHF-quality behavior. Pressure drop versus qual
ity curves for various mass fluxes were plotted in an attempt 
to identify flow pattern changes (which then could be compared 
to the CHF-x curves) through changes in the pressure drop 
trends. This work was inconclusive. 

Conclusions 
This investigation sought to establish the effects of tube 

bundle geometry, pressure, mass flux, and quality upon the 
CHF on a single tube in a bundle subject to upward vertical 
crossflow. The data gathered over the range of conditions 
studied displayed complex yet orderly behavior. From this 
study the following conclusions can be drawn: 

1 The CHF data exhibited three different curve patterns 
as mass flux and quality increased. As mass flux increased, 
the curve patterns evolved into one another. At low qualities 
and low mass fluxes, the CHF decreased with increasing qual
ity. At intermediate qualities and mass fluxes, the CHF in
creased with increasing quality, and at high qualities, the CHF 
decreased with increasing quality. 

2 At zero quality the CHF values for all mass fluxes are 
concentrated in a narrow range of values, which varied little 

with test section geometry, but were consistently lower than 
the saturated liquid pool boiling CHF. 

3 Three separate regions of the CHF-qu.ality curves were 
defined by changes in the CHF mechanism and flow pattern. 
It can be speculated that for all the CHF-quality curves at 
different mass fluxes, only two different mechanisms for the 
CHF condition occur, a DNB-type at lower mass fluxes and 
qualities and a dryout-type at higher qualities; flow patterns 
probably dictate the mechanism. 

4 In general, less convective enhancement of the CHF takes 
place in the 1.30 staggered and 1.70 in-line bundles compared 
to the 1.30 in-line bundle. The larger P/D has a detrimental 
effect on the CHF. The increased distance to the nearest up
stream tube has a similar detrimental effect on the CHF in the 
1.30 staggered bundle except at the highest mass fluxes and 
low pressure. 
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Considerations in Predicting 
Burnout of Cylinders in Flow 
oiling 

Previous investigations of the critical 'heat flux inflow boiling have resulted in widely 
different hydrodynamic mechanisms for the occurrence of burnout. Results of the 
present study indicate that existing models are not completely realistic representations 
of the process. The present study sorts out the influences of the far-wake bubble 
breakoff and vapor sheet characteristics, gravity, surface wettability, and heater 
surface temperature distribution on the peak heat flux inflow boiling on cylindrical 
heaters. The results indicate that burnout is dictated by near-surface effects. The 
controlling factor appears to be the vapor escape pattern close to the heater surface. 
It is also shown that a deficiency of liquid at the downstream end of the heater 
surface is not the cause of burnout. 

Introduction 

The peak heat flux (burnout), qmm, on a horizontal cylinder 
in a liquid crossflow has been investigated since the 1950s. In 
this geometry and flow configuration, the vapor removal pat
tern takes the form of a two-dimensional vapor sheet in the 
wake region. This is shown in Fig. 1. Cylindrical bubbles break 
away from the sheet in a periodic manner. Early studies of 
burnout by Vliet and Leppert (1964) and Cochran and An-
dracchio (1974) led to restrictive empirical predictions for the 
peak heat flux. 

The first mechanistic prediction of burnout was proposed 
by Lienhard and Eichhorn (1976). They based their predictions 
for the peak heat flux, on the hypothesis that burnout occurs 
when the two-dimensional vapor sheet becomes unstable. They 
developed a criterion for the instability of the vapor sheet, 
based on a mechanical energy inventory in the wake. In its 
original form, their so-called Mechanical Energy Stability Cri
terion (MESC) stated that the vapor wake becomes unstable, 
and therefore burnout occurs, when the rate of kinetic energy 
of the vapor entering the wake (pgu

3
gaD/2) exceeds the rate 

at which surface energy is consumed in the wake (2aua). The 
parameter a is the ratio of the vapor sheet thickness to the 
heater diameter; this had to be evaluated empirically. 

Several subsequent studies led to the refinement and cor
rection of the original version of the MESC. Hasan etal. (1981) 
defined the region where gravity influences the peak heat flux. 
Based on experimental data they obtained in the upflow and 
downflow configuration, they proposed that gravity does not 
affect the peak heat flux, when a "gravity influence param
eter," defined as 

G = : (1) 
Vga/p/ 

is greater than 10.0. Many of the existing data were found to 
be in the region where gravity influences burnout. Using data 
obtained in the gravity-uninfluenced region, they derived re
vised correlations for the parameter a. 

Kheyrandish and Lienhard (1985) observed in their water 
experiments that the frequency with which cylindrical bubbles 
broke away from the vapor sheet was exactly 120 Hz when a-
c (60 Hz) heating was employed. With d-c heating, the bubble 
breakoff frequency was much lower. They divided existing data 
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into a-c-influenced and a-c-uninfluenced sets, and obtained 
correlations for the peak heat flux in each case. 

Haramura and Katto (1983) proposed an alternative mech
anism for flow boiling burnout. Unlike the theory of Lienhard 
and Eichhorn (1976), which focused on the far wake vapor 
sheet, their theory suggested that burnout is dictated by a thin 
liquid sublayer immediately adjacent to the heater surface. 
Small vapor jets perforate this liquid sublayer. 

Haramura and Katto originally applied their theory to flow 
boiling on a vertical flat plate. This configuration is shown in 
Fig. 2. For this case, they assumed that the liquid enters the 
sublayer only at the forward stagnation point and moves at 
the same velocity as the bulk liquid flow. The sublayer thickness 
decreases progressively in the downstream direction, due to 
evaporation. They proposed that burnout occurs when con
ditions are such that the liquid sublayer evaporates completely 
when it just reaches the downstream stagnation point. They 
extended the theory to the case of a horizontal cylinder, by 
substituting the half circumference of the cylinder for the heater 
length. In doing so, they implicitly neglected the curvature of 
the cylindrical heater. 

Fig. 1 Vapor removal pattern during flow boiling on a horizontal cylinder 
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vapor bubble 

vapor stem 

FLOW 

Fig. 2 Near-surface vapor removal pattern assumed by Haramura and 
Katto (1983) 

Haramura and Katto (1983) assumed that the thickness of 
the sublayer at the upstream stagnation point is a fourth of 
the Helmholtz unstable wavelength, \H. That is less than the 
critical wavelength and too short an interface to suffer hy-
drodynamic collapse. Despite this and other shortcomings of 
their model, their notion that burnout could be dictated by 
near-surface effects reawakened interest in behavior near the 
heater surface. 

Open Issues 
The far-wake model for burnout is the only one that focuses 

on experimentally observable aspects of the flow—the far-wake 
vapor escape pattern. However, the results of several recent 
studies have pointed to the possibility of inadequacies in this 
representation. These issues have been discussed by Lienhard 
(1988). 

The flow boiling experiments of Ungar (1987) on acetone 
yielded unusually high values of the peak heat flux. While 
predicted values are higher for isopropanol, experimental data 
show the reverse trend. The reason for this behavior has not 
been understood. In fact, a similar behavior can be noted if 
acetone pool boiling data are compared with the established 
predictions of qm„ in this geometry (Sun and Lienhard, 1970). 
This behavior is inconsistent with dimensional analysis based 
on purely hydrodynamic burnout. 

Some recent studies such as those by Chowdhury and Win-
terton (1985) on pool boiling on horizontal cylinders and by 
Liaw and Dhir (1989) on pool boiling of water on a vertical 
plate revealed a strong influence of the liquid-solid contact 
angle on nucleate boiling as well as on the peak heat flux. It 
is possible that the anomalous behavior of acetone is a man

ifestation of similar effects in flow boiling burnout. No sys
tematic study of surface wettability effects on flow boiling 
burnout has yet been reported. Any surface wettability effects 
will necessitate considerable modification of the basic dimen-
sionless functional equation for the peak heat flux1 

<t> = <j>{r, We/, Fr) (2) 

to include the contact angle as an additional variable. 
While the a-c influence on the vapor wake has been estab

lished in earlier studies, the quantitative effect of the heating 
mode on the peak heat flux is not known. Actual comparison 
of a-c and d-c heated data, for cases when the wake is a-c 
influenced, will shed light on the role of the vapor wake and 
bubble breakoff pattern in burnout. An examination of the 
influence of heater surface temperature and heat flux distri
butions would also be useful to ascertain the relative impor
tance of the far-wake and near-surface in burnout. 

The sublayer-controlled mechanism of Haramura and Katto 
does not account for possible gravity influences on burnout. 
This can be seen by recognizing that the model evaluates the 
initial thickness of the sublayer using stability considerations 
on a liquid-vapor interface that is parallel to the direction of 
gravity forces. From this point, isolating the role of gravity 
would help to verify the validity of the surface-controlled 
model. 

The objectives of the present study are therefore: 
8 to examine the role of the far wake (vapor sheet) on the 

peak heat flux. 
• to isolate the role of gravity on burnout. 
• to investigate surface wettability effects on burnout. 
o to examine issues relating to the heater surface temper

ature distribution. 
8 to develop new predictions for qmax based on what we 

have learned in the items above. 

Experimental Results 
Two flow loops were employed in the present study. Ex

periments carried out under normal gravity conditions made 
use of the flow loop (LI) shown in Fig. 3. Variable gravity 
experiments were conducted using the flow loop (L2) shown 
in Fig. 4. This loop was mounted on a centrifuge; thus different 
gravity levels could be simulated at the heater by varying the 
speed of rotation of the centrifuge. Detailed descriptions of 
loops LI and L2 are provided by Ungar (1987) and Sadasivan 
(1990), respectively. In both flow loops, flow velocity is cal

if we assume that burnout is of hydrodynamic origin, the dimensional func
tional equation yields eight variables—gm„, p„, pf, hfe, «„, g, D, and a—in four 
dimensions—J, s, m, kg. Then dimensional analysis yields four pi-groups—4>, 
Fr, Wey, and r. 

Nomenc la ture . 

D = diameter of cylindrical 
heater 

Fr = Froude number = um/ 

g = gravitational acceleration 
G = gravity influence param

eter, defined in Eq. (1) 
h = heat transfer coefficient 

hfg = latent heat of vaporiza
tion 

k = thermal conductivity 
MESC = Mechanical Energy Sta

bility Criterion 
<7max = peak heat flux 

r = 
T = 

Tr = 
Tr,(h.n) = 

J sat = 

«oo = 

UP = 

WeA We„ = cf-

density ratio = p//pg 

temperature 
reduced temperature 
reduced homogeneous 
nucleation temperature 
saturation temperature 
liquid flow velocity 
velocity of vapor in the 
vapor sheet relative to 
the liquid 
Weber number = pftii, 
D/a; pgu

2„D/(j 
ratio of vapor sheet 
thickness to heater diam
eter 

a/, = 
aiiq = 

Pr = 
\H = 

Pf = 

* = 

heater thermal diffusivity 
liquid thermal diffusivity 
receding contact angle 
Helmholtz unstable 
wavelength 
liquid density 
vapor density 
surface tension 
dimensionless peak heat 
flux = •Kqmax/pghfgux 

half-angle of liquid con
tact 
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valve Fig. 4 Sketch of flow loop L2
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Fig. 3 Sketch of flow loop L1

(b)

Fig. 5 Photographs of heater surface and near·surface vapor escape
pallern at (a) 0.15 qm" and (b) 0.60 qm,,; liquid: water; velocity: 0.80 m/s

(a)

released from each active nucleation site. A continuous vapor
cavity is still not clearly established in the wake. Only a broken
cavity exists, and liquid stilI extends down to the heater at
several points on the rear surface of the heater.

As the heat flux is increased, nucleation progressively spreads
to the upstream surface as well, and a vapor sheet is established
in the wake. At low heat fluxes, the bubbles formed on the
upstream surface slide downstream around the heater surface,

, in a manner similar to that observed by Cornwell and Schuller
(1982) on tube bundles. Figure 5(b) was taken at a heat flux
that is about 60 percent of grnax' At this stage, the entire front
surface of the heater appears to be covered with bubbles. These
bubbles travel downstream, merge with bubbles formed at
neighboring sites, and move around the heater surface in the
form of a continuous curved vapor conduit. These conduits
merge with the vapor cavity close to the 90 deg point. Near
the 90 deg position, the vapor channels are so closely packed
that it becomes difficult for any liquid to enter the vapor wake

liquid preheater

-

culated based on the exit area of the nozzle. The nozzles were
designed to provide a flat velocity profile at the heater.

We used loop LI to obtain peak heat flux data in acetone,
isopropanol, methanol, and water. Heater diameters ranged
from 0.030 cm to 0.241 cm. The heaters were 8 cm in length.
Flow velocities ranged from 0.3 m/s to about 3.0 m/s. The
uncertainty in the determination of the peak heat flux was 3.0
percent, and that in the measurement of velocity was 2.6 per
cent.

Flow loop L2 was used to obtain peak heat flux data in
isopropanol and methanol. Heater diameters ranged from 0.03
cm to 0.10 cm. Flow velocities ranged from 0.1 m/s to nearly
0.8 m/s. Data could not be obtained for velocities higher than
0.8 m/s due to experimental constraints. The uncertainty in
the determination of the peak heat flux was 3.0 percent, and
that in the measurement of flow velocity was 5.9 percent.

The departure from saturation conditions was within 1°C
for organic liquids and 2°C for water, for experiments in LI.
In loop L2, the experiments were done at subcooling from 2°
to 5°C. For these cases, CHF values were measured for three
subcoolings and the saturation value was obtained by extrap
olation. CHF values at subcoolings up to 2°C were found to
be within the experimental error range of the corresponding
saturation values.

Visual Observations. The observations described below
were made during experiments in Loop Ll. It was not possible
to make detailed observations of the vapor escape pattern
during experiments in loop L2. However, strobe light illumi
nation revealed that the overall nature of the pattern was sim
ilar to that seen in Ll.

In all cases, nucleation initiates at points on the downstream
surface of the heater. A steady stream of bubbles leaves each
active site. To the naked eye, this has the appearance of tiny
vapor jets leaving each point. Figure 5(a) is a photograph of
the heater surface and vapor escape pattern for g = 0.15 grnax'

Larger bubbles are visible at a short distance from the heater
surface. These are the result of the merger of individual bubbles
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Fig. 6 Comparison of a-c and d-c heated peak heat flux data for iso-
propanol 

through gaps between them. This means that beyond this heat 
flux level, the bulk of the vapor must necessarily be generated 
on the upstream surface of the heater. It also implies that a 
liquid sublayer cannot exist in a continuous manner, on the 
downstream surface of the heater as presumed by the Hara-
mura and Katto model. The curvature of the heater surface 
will prevent any significant quantity of liquid from being swept 
around to the rear surface. Any liquid that is able to reach the 
downstream surface can enter the vapor cavity only through 
gaps between bubbles close to the separation line on the heater 
or by entrainment at the walls of the cavity. Chang and Witte 
(1990) determined from their experiments with tube heaters 
that sporadic liquid-solid contact does occur on the rear sur
face of the heater during flow film boiling. Evidence of such 
contact has not yet been reported in the upper portion of the 
nucleate boiling curve. Even allowing for the possibility of 
such contacts in the present experiments, it is unlikely that 
such intermittent contact can result in a continuous liquid layer 
all the way around the heater surface. 

As the bubbles from various sites on the front surface of 
the heater move downstream over the heater surface, small 
areas of the surface are periodically exposed briefly to oncom
ing liquid. Thus further nucleation is initiated. Careful ob
servation of the bubble pattern on the heater surface showed 
that the thickness of the vapor covering at any point on the 
surface changes over time. Presumably this is because of the 
cyclic formation and sliding upward of the bubbles formed at 
that point. When a bubble formed at a point on the surface 
just begins to slide upward along the heater surfaces, there is 
a short time interval over which liquid contacts that point. 
Then another bubble begins to form there. This pattern exists 
up to the peak heat flux point. 

At low velocities, cylindrical bubbles break away from the 
vapor sheet. At higher velocities, bubble breakoff becomes 
random, except in the case of water, which sustains the cylin
drical breakoff pattern in the entire range of velocities. 

The Role of the Vapor Wake. The frequency of bubble 
breakoff from the vapor sheet is an important aspect of the 
far-wake theory of flow boiling burnout on cylinders. In the 
present study, we measured peak heat flux data using a-c and 
d-c heating alternately on the same heater. In choosing ex
perimental conditions for the purpose of establishing the effect 
of a-c heating on the peak heat flux, we chose those for which 
Ungar (1987) observed clear a-c influences on the wake and 
on bubble breakoff. Figure 6 depicts typical results from these 

Heater 
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0.8 

0.7 
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• 0.5 
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Fig. 7 Influence of an unheated cylinder in the heater wake: (a) con
figuration; (b) data 

experiments. For the Nichrome heater of diameter 0.050 cm 
and the stainless steel tubes of diameter 0.241 cm, with a-c 
heating, we measured a clear 120 Hz frequency of bubble 
breakoff, when cylindrical bubbles were seen. With d-c heat
ing, the frequency of breakoff was much lower—typically be
tween 20 and 40 Hz. For the Nichrome heater of diameter 
0.081 cm, the frequency of bubble breakoff with a-c heating 
was the same as for d-c heating. However, there was a distinct 
120 Hz wave in the vapor wake. It is clear from the figure that 
the mode of heating, while it may affect bubble breakoff and 
vapor sheet characteristics, has little effect on the values of 
the peak heat flux. 

The above observations indicate that the far-wake vapor 
sheet and bubble breakoff play only a minimal role, if any, 
in determining the peak heat flux. To test further the role of 
the far wake, we carried out a series of experiments in which 
we altered the vapor escape pattern by using a tube bundle 
configuration; an unheated cylinder was placed in the wake 
region. This arrangement is shown in Fig. 7(a). The presence 
of this second cylinder caused the normal vapor removal mode 
to be altered significantly. However, as shown in Fig. 1(b), 
the disruption of the normal mode of vapor escape and bubble 
breakoff does not cause any systematic change in the peak 
heat flux. Similar results were obtained in experiments in which 
a thin square plate was located at various distances downstream 
of the heater. 

The foregoing results imply that burnout is dictated by near-
surface effects, and not by the characteristics of the far wake 
as Lienhard and Eichhorn's (1976) model envisions. We must 
next verify whether the existing surface-controlled model is an 
accurate representation of the process. The existence of a liquid 
sublayer all the way around the heater surface has not yet been 
demonstrated experimentally. Indeed, our observations sug
gest that at heat fluxes close to burnout, very little liquid-solid 
contact occurs on the rear surface of the heater. Then there 
is little likelihood that the sublayer can exist as presumed by 
the surface-controlled model. 
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We also offer the following argument to suggest that the 
curvature of the heater prevents any considerable quantity of 
liquid from accessing the downstream surface of the heater: 
As the liquid-vapor mixture flows downstream around the 
equatorial plane of the heater, the mixture will be subjected 
to a centripetal force that separates the liquid and vapor; the 
vapor then moves into the wake region, and the liquid is thrown 
tangentially away from the wake region. There is still the pos
sibility that some liquid can penetrate through to the wake 
region; however this would not sustain a continuous liquid 
sublayer on the downstream surface of the heater. 

Gravity Influences on Burnout. During experiments in the 
centrifuge-mounted flow loop L2, it was not possible to main
tain the fluid velocity constant with changes in the speed of 
rotation of the centrifuge. Figure 8 represents results obtained 
for various heater diameters for isopropanol and methanol. 
The corresponding normal gravity qmm data are also shown in 
the figure. In these figures, data points for each fixed velocity 
and heater diameter have been connected by straight lines only 
for ease of illustration. 

Data shown in these figures clearly indicate that an increase 
in the gravity level leads to a corresponding increase in the 
peak heat flux, in the range of velocities tested. Since a sub
layer-controlled mechanism does not have provisions to ac
count for gravity influences, we can conclude that the 
controlling mechanism of burnout is not primarily related to 
a liquid sublayer on the heater surface. The next issue that will 
be examined is that of wettability influences on burnout. 

Investigation of Surface Wettability Effects. It is generally 
accepted that the liquid-solid contact angle is the suitable in
dicator of surface wettability. Some investigations of surface 
wettability effects on nucleate pool boiling have been reported 

Table 1 Measured values of receding contact angles for various liquid-
solid combinations 

liquid 

Isopropanol 

Acetone 

Methanol 

Acetone 

Water 

Water 

Heater surface 

Nichrome 

Nichrome 

Nichrome 

Stainless Steel 

Nichrome 

Stainless Steel 

Receding contact 
angled (degrees) 

27° 

15° 

20° 

15° 

36° 

34° 

Range of variation 
(degrees) 

+ 3° 

±3° 

±2° 

±3° 

±3° 

±3° 

Altered contact angles 

Water 

Surfactant solutions 
in water3 

Teflon-coated 
Nichrome 

Nichrome 

62° 

24° to 33° 

±2° 

±2° 

a The contact angles were found to vary depending upon the concentration of the surfactant. 
The concentrations ranged from 100 ppm to 300 ppm. 

in the literature. The previously mentioned study of Liaw and 
Dhir (1989) examined wettability effects on the peak heat flux 
as well. However, they measured the contact angle using a 
sessile drop method, and thus did not consider the phenomenon 
of contact angle hysteresis. The contact angle is often consid
erably different depending on whether the liquid is advancing 
or receding over the solid surface.2 Burnout is characterized 
by drying out of the heater surface; the liquid front recedes 
over the heater surface. Therefore, we used the receding contact 
angle, ft, in our considerations. Ideally, the dynamic receding 
contact angle is the relevant parameter that must be used; 
however, lacking means for measuring this parameter in situ, 
we measured the receding angle using a separate apparatus. 

We used a conventional tilting plate method to measure ft. 
However, to replicate actual experimental conditions as closely 
as possible, we used the cylindrical heaters from our experi
ments in place of the plate generally used in the tilting plate 
method. Typically contact angle measurements were made when 
the liquid temperature was within 20°C of saturation. Previous 
studies (Zisman, 1964, for example) suggest that the contact 
angle is only an extremely weak function of temperature; hence 
precise control of temperature in the measurements was not 
attempted. Our measured values of the receding contact angles 
for various liquid-solid combinations are listed in Table 1. 

We used two strategies to alter the contact angle: 
• Microcoating the Nichrome surface with Teflon; this re

duces the wettability (increases contact angle). 
9 Adding small concentrations of surfactant to the water; 

this improves wettability. 
The thickness of the Teflon coating varied slightly from wire 
to wire; in no case did the thickness exceed 0.0005 cm. Details 
of the coating method and surface preparation are provided 
by Sadasivan (1990). 

Typical peak heat flux results obtained on Teflon-coated 
wires (ft = 62 deg) are compared with data on bare Nichrome 
wires (ft = 36 deg) in Fig. 9. Clearly the peak heat flux values 
are considerably lower on the Teflon-coated heaters. Since the 
coating thicknesses are sufficiently small, the heater thermal 
characteristics are not altered. It is possible that the cavity size 
distribution on the heater surface is changed by the Teflon 
coating. We do not have quantitative data on the changes in 
roughness and cavity size distribution as a result of the Teflon 
coating. Several previous studies (Berenson, 1960, for example) 
have shown that surface roughness has only a minor influence 
on CHF. We have recently completed a study of flat-plate pool 
boiling CHF (Ramilison et al., 1992), and it has also revealed 
that surface chemistry is far more important than surface 
roughness in CHF. In view of the above considerations, we 

2While hysteresis would be negligible in the case of "ideal" surfaces, the more 
typical surfaces they used would exhibit considerable hysteresis. 
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Fig. 11 Effect or reduced contact angle on qmax (dimensionless coor·
dinates)

The contact angles for the surfactant solutions ranged from
23 to 33 deg. The saturation values of surface tension ranged
from 0.022 N/m to 0.030 N/m. The appearance of the boiling
process in the wake region is considerably different for the
case of the surfactant solution, as compared with pure water.
Figures lO(a, b) are photographs taken during flow boiling of
a surfactant solution at various heat flux levels. The size of
the bubbles leaving the heater surface is much smaller, and
the number of bubbles is much greater. This is in agreement
with the observations ofTzan and Yang (1990) for pool boiling.
The dimensionless peak heat flux values obtained with the
surfactant solutions are compared with the corresponding val-

(b)

Fig. 10 Photographs ot heater surface and near·surface vapor escape
pattern at (a) 0.15 qm.. and (b) 0.60 qm..; liquid: surfactant solution in
water; velocity: 0.80 m/s
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'Since the surface tension and the contact angle were measured individually
for each test sample, the concentration itself was not a critical variable.

'Although the surface tension of most liquids is not an exact linear function
of temperature, it is very nearly so at temperatures well below the critical tem
perature for most organic liquids.
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have neglected roughness effects and have attributed the re
duction in the peak heat flux entirely to reduced wettability.

In the second set of experiments, we added small quantities
of sodium dodecyl sulfate (SDS) to the water. The concentra
tion of surfactant in the solution ranged from 100 to about
300 ppm. 3 For the range of concentrations employed, the only
relevant physical property that is altered by the presence of
the surfactant is the liquid surface tension (and the resultant
change in the contact angle). Other properties such as density
and the latent heat of vaporization are not affected. Therefore,
we can rule out any mass diffusion effects, etc., on the boiling
process, as are observed in the case of mixtures.

The surface tension of the surfactant solution was measured
after each experimental run. A DuNuoy tensiometer was used
for this purpose. Measurements could not be made under sat
urated liquid conditions, since bubbles disturbed the liquid
surface. To overcome this problem, we measured the surface
tension at various points between 40 0 C and 80 0 C, and obtained
the saturation value by linear extrapolation.4 The uncertainty
of the measurement of surface tension was 3.6 percent. Details
of the measurement procedure are provided by Sadasivan
(1990).
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Fig. 12 Idealized heat removal configuration on the heater surface 

ues for pure water for two heater diameters, in Fig. 11. It is 
clear that the improved wettability leads to an increase in the 
peak heat flux. 

We emphasize here that the influence of wettability has not 
been, by itself, used to verify the validity of either of the models 
we have discussed earlier. Our results so far clearly suggest 
that burnout in this geometry is determined by near-surface 
effects. The causal mechanism could be either a breakdown 
in the vapor escape pattern close to the heater surface, or a 
deficiency of liquid at the downstream stagnation point on the 
heater. In order to clarify this further it would be useful to 
look at the temperature distribution on the heater surface at 
heat fluxes close to burnout. 

Temperature Distribution on the Heater Surface. Solid cy
lindrical heaters were used in the present study. Therefore, it 
is extremely difficult to make direct measurements of the sur
face temperature. We attempted to learn the essential features 
of the temperature distribution by means of a theoretical cal
culation. 

We can describe the burnout process by visualizing a heat 
removal configuration as shown in Fig. 12. In this configu
ration, we assume that the region of the heater downstream 
of the separation line is insulated. As we have already pointed 
out, any heat that is transferred over the downstream surface 
is the result of sporadic liquid-solid contact. On the upstream 
surface, liquid impinges the heater almost directly. This is 
necessarily a far more efficient heat removal mechanism as 
compared to that on the downstream surface. Under these 
circumstances, it is reasonable to neglect the heat transfer on 
the downstream surface. So, we idealize the entire boiling 
process as being concentrated in an arc of about 2\j/ deg as 
shown in the figure. On this part, we assume an uniform heat 
transfer coefficient. Despite the fact that these are somewhat 
restrictive assumptions, we will see subsequently that this 
nevertheless enables us to obtain extremely useful qualitative 
information about the mechanism of burnout. 

Assuming uniform electrical heat generation within the heater 
as well as the absence of axial variation in temperature (infinite 
heater length assumption), we can solve the two-dimensional 
heat conduction equation to determine the azimuthal temper
ature distribution on the heater surface. The governing equa
tion is then 

bLT 1 dT 

dr2 r Br i 
- = 0 

The following conditions can be imposed: 

T(r,d)=T(r, 6 + 2-K), 

(3) 

(4) 
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180 

and 

-k — {r=R,6) 
or 

h(T— Tx adjacent to liquid; 

0 elsewhere 

-i/<<0< +\j/ 
(5) 

We solved this system of equations using finite differences. 
In solving this system, the values of q'", R, k, h, and \j/ must 
be supplied. The first three of these variables are known quan
tities for each data point. From our visual and photographic 
observations, the half-angle of direct liquid contact is close to 
90 deg. However, there are no means to determine the heat 
transfer coefficient. The above problem was solved for various 
assumed values of the heat transfer coefficient. The lowest 
values of h used in each case corresponded to typical values 
encountered in pool boiling situations. In flow boiling situa
tions, we can be certain that actual values of h are considerably 
higher than these pool boiling values. 

Figure 13 shows the solution for a typical data point obtained 
in the present study. This is for the case of isopropanol flowing 
at 1.5 m/s past a Nichrome heater of diameter 0.051 cm. For 
this case the peak heat flux obtained was 1.46 MW/m2; this 
corresponds to a volumetric heat generation rate of 1.5 x 1010 

W/m3. It is clear from the figure that the surface temperature 
varies considerably along the periphery of the heater. 

The heater surface temperature that will cause homogeneous 
nucleation in the liquid upon contact has also been indicated 
in the figure. The homogeneous nucleation temperature for 
each liquid was calculated using the following equation of 
Lienhard et al. (1986): 

A Tr = Tr,,*.„., - Tr,sat = 0.923 - rr,sat + 0.077 7*«t (6) 

For isopropanol, Eq. (6) yields a homogeneous nucleation 
temperature of 198°C. Liquid can contact the heater surface 
only if the interface temperature that results after contact, is 
less than this value. The interface temperature at the instant 
of liquid contact on the heater surface can be calculated by 
treating the heater and liquid as semi-infinite bodies. It is given 
by 

<liq kJ- Oih 

kJ 
(7) 

'liq Khl'VCth + £liq/Vttliq 

For the interface temperature not to exceed 198°C, Eq. (7) 
gives a limiting heater surface temperature of 206°C. This value 
is marked in Fig. 13. Even for the lowest value of heat transfer 
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coefficient, the heater surface temperature on the upstream 
surface of the heater is less than the homogeneous nucleation 
temperature. In other words, even this "worst-case" analysis 
(with the entire rear half-surface of the heater assumed insu
lated) yields a surface temperature distribution that is perfectly 
viable.5 Although the calculation is rather straightforward, it 
nevertheless sheds considerable light on the causal mechanism 
of burnout in this configuration—that burnout is not the im
mediate consequence of a deficiency of liquid at the down
stream end of the heater, as has been assumed in the surface-
controlled model of Haramura and Katto (1983). Similar re
sults were obtained for calculations based on other data ob
tained in the present study. Also, it appears that for the range 
of conditions for which data are currently available, the mech
anism of burnout is not related to the homogeneous nucleation 
limit of temperature. 

Discussion 
We found from the first set of experiments that the fre

quencies of bubble breakoff and the wave in the wake do not 
affect the peak heat flux to any significant degree. Also com
plete disruption of the far-wake vapor escape pattern did not 
affect the peak heat flux either. It is clear therefore that the 
far-wake is not the primary factor that determines burnout. 

The experiments with Teflon-coated wires and surfactant 
solutions clearly show that surface wettability effects are im
portant in determining the peak heat flux in flow boiling. We 
can note in Table 1, that acetone has a contact angle of 15 
deg on Nichrome, while isopropanol has a value of 26 deg. In 
view of our findings, we can conclude that the high values of 
the peak heat flux for acetone, as compared to isopropanol, 
is the result of the better wettability exhibited by acetone on 
Nichrome. 

We have already noted that thermodynamic effects such as 
the homogeneous nucleation temperature are not responsible 
for the occurrence of burnout and that burnout is not the result 
of a deficiency of liquid at the rear surface of the heater. Under 
these circumstances, we can conclude that burnout must be 
the result of a breakdown in the vapor removal pattern close 
to the upstream surface of the heater. Figure 14 is a sketch of 
the vapor removal pattern close to the heater surface as best 
discerned from visual and photographic observations. We can 

5The temperatures on the insulated portion of the heater surface can exceed 
the value dictated by the homogeneous nucleation limit, since we assume there 
is no liquid contact there. 
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Fig. 15 Comparison of data with Eq. (10) 

note the existence of curved vapor channels along the heater 
surface. We speculate that the breakdown in vapor removal 
occurs as a result of the collapse of these channels due to 
instabilities on their walls. Further study is needed to establish 
this fact definitively. 

Contact angle influences the heat removal in the region of 
liquid contact by altering the manner in which the vapor chan
nels adhere to the heater surface as they move around the 
heater surface in the downstream direction. Contact angle also 
influences the characteristics of bubble departure on the heater 
surface, and, in turn, the liquid impingement process on the 
front surface. If burnout is the result of a hydrodynamic col
lapse of the vapor channels, with the additional influence of 
the liquid-solid contact angle, the dimensionless functional 
equation for qmax takes the following form: 

0 = 0(r, We;, Fr, ft) (8) 
For the gravity-uninfluenced region—in the region of high 
velocities—the Froude number is no longer a variable and we 
can write 

« = *(r, We/, ft) (10) 
We have correlated all our data in the high-velocity region 
(gravity-uninfluenced region) for the following cases: 

• acetone on Nichrome 
• isopropanol on Nichrome 
• methanol on Nichrome 
• water on Nichrome 
8 water on Teflon 
• surfactant solution of water on Nichrome 
The correlation takes the following form: 

<£ = 1.8xlO~6r2,We/l/3(7r-ft.)c (10) 

where C, the exponent of ft is given by (1900//-)0'625. 
The choice of the particular form of Eq. (10) is somewhat 

arbitrary. The only physical constraint we have imposed is that 
the peak heat flux must be zero for the case of a perfectly 
nonwetting liquid, that is, for ft equal to 180 deg. In this case, 
the heater will be blanketed with vapor almost immediately 
after the first vapor bubble is generated. The one-third power 
dependence of <f> on the Weber number was an outcome of the 
correlation procedure. This agrees with similar results that have 
been observed in practically all existing correlations of burnout 
on various configurations. The physical reason for this de
pendence is not clear. 

Equation (10) fits all the data within an rms error of 13.3 
percent. Figure 15 shows a plot of the parameter 4>/We}l/3 as 
a function of the contact angle complement, -r-ft, for the 
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various cases listed earlier. Each data point in this figure rep
resents the average of the 0/We/1/3 values for all the data for 
that particular case. While obtaining Eq. (5), only those data 
obtained on solid cylindrical heaters were used; data on tubes 
were omitted, since the heater surface boundary condition is 
different in the case of tubular heaters.6 The lines represent 
predicted values based on Eq. (5) above. Dotted lines are used 
to represent the predictive equations in the range of the contact 
angle complement between 0 and 118 deg, since we have no 
experimental data for this region. Equation (5), and perhaps 
the form of the correlating equation itself, should be adjusted 
as additional data are obtained in the range of (ir - j3r) between 
Oand 118 deg. 

In closing, we reemphasize that this study has focused on 
the configuration of a horizontal cylinder only. Whether a 
sublayer model or a far-wake type model can explain burnout 
in other configurations remains an open issue. 

Summary and Conclusions 
The main conclusions of this study are listed below: 
1 Existing mechanistic explanations of flow boiling burn

out on cylinders are not sufficiently realistic. The far-wake 
bubble breakoff and vapor sheet characteristics do not play 
any significant role in burnout. Burnout is dictated by near-
surface effects; however, a deficiency of liquid at the down
stream stagnation point does not automatically lead to burn
out. 

2 Surface wettability effects upon burnout are consider
able. The receding contact angle appears to be the relevant 
parameter that must be considered in peak heat flux studies. 
The lower contact angle on Nichrome exhibited by acetone as 
compared to isopropanol accounts for the higher peak heat 
flux values that have previously been measured with acetone 
on Nichrome. 

3 Based on observations and information from items above, 
we speculate that burnout is the result of a hydrodynamic 
collapse of the vapor removal pattern close to the heater sur
face. The vapor removal mechanism on the upstream surface 
of the heater is in the form of curved vapor channels around 
the heater surface. 

4 A tentative correlation is presented for the peak heat flux 
during gravity-uninfluenced flow boiling on horizontal cyl
inders. It represents existing data (totally 280 data points) 
within an rms error of ±13.3 percent. 

6For electrically heated tubular heaters, the heater surface boundary condition 
is approximately a uniform heat flux condition. For solid heaters the surface 
heat flux is not uniform. Typically CHF values are up to 20 percent less on 
tubular heaters than on corresponding solid heaters. 
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Droplet Condensation in Rapidly 
Decaying Pressure Fields 
Certain promising schemes for cooling inertial confinement fusion reactors call for 
highly transient condensation in a rapidly decaying pressure field. After an initial 
period of condensation on a subcooled droplet, undesirable evaporation begins to 
occur. Recirculation within the droplet strongly impacts the character of this con
densation-evaporation cycle, particularly when the recirculation time constant is of 
the order of the pressure decay time constant. Recirculation can augment the heat 
transfer, delay the onset of evaporation, and increase the maximum superheat inside 
the drop by as much as an order of magnitude. This numerical investigation identifies 
the most important parameters and physics characterizing transient, high heat flux 
droplet condensation. The results can be applied to conceptual designs of inertial 
confinement fusion reactors, where initial temperature differences on the order of 
1500 K decay to zero over time spans the order of tens of milliseconds. 

Introduction 
Due to its importance in a wide variety of applications, 

condensation on subcooled liquid droplets has received exten
sive attention (Hijikata et al., 1984; Sundararajan and Ayyas-
wamy, 1984, 1985; Huang and Ayyaswamy, 1987). Droplet 
condensation possesses many similarities with the more exten
sively studied droplet mass transport problem (Clift et al., 
1978). During the earliest stages of the condensation transient, 
thermal boundary layers form on the surface of the droplet 
liquid, and a similarity solution for this boundary layer is 
possible (Chao, 1969). However these early stages, at dimen-
sionless times less than 10~3, have received scant attention 
because typical drop residence times are many orders of mag
nitude greater. The long residence time makes resolution of 
the earliest period both complicated and unnecessary. 

The most promising means for cooling of inertial-confine-
ment (ICF) fusion reactors, using liquid curtains to protect the 
reactor wall from the blast and intense neutron radiation, 
require ultrahigh condensation rates. In such systems, droplets 
will be subjected to initial temperature differences on the order 
of 1500 K. This very high initial temperature permits significant 
heat transfer during the earliest phases of the droplet conden
sation transient, when condensation rates can be very large. 
As the reactor pressure decays due to condensation, the driving 
temperature difference drops to zero over time spans the order 
of tens of milliseconds. In strong contrast to steady boundary 
conditions studied previously, with decaying surface temper
ature, at some point condensation on the droplets ceases and 
undesirable evaporation begins. Furthermore, temperatures 
within the drop end up higher than the surface temperature, 
due to the rapidly decaying pressure field, resulting in super
heating inside the droplet interior. Droplet recirculation not 
only augments condensation, but can also delay the subsequent 
evaporation, simultaneously increasing the maximum interior 
superheat levels by as much as an order of magnitude. 

This work provides the first numerical study of condensation 
on liquid droplets under highly transient pressure conditions, 
considering the detailed effects of liquid recirculation. The 
work identifies the most important parameters and physics of 
recirculation under decaying pressure. The issues of numerical 
diffusion due to spatial and temporal averaging are addressed 
carefully, due to the very large impact during the earlier phases 
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Transient and Unsteady Heat Transfer. 

of transient condensation. As noted by Polyanin (1984), at 
early times standard numerical formulations result in consid
erable numerical diffusion except for very close grid spacing. 
He further notes that many previous investigators have not 
reported the effects of grid spacing on the accuracy of solu
tions, consequently producing results with potentially signif
icant error. In particular, cross-stream numerical diffusion is 
large near the pole regions for spherical axisymmetric grids. 
The streamline-fitted coordinate system employed here elim
inates this diffusion source, providing accurate solutions based 
on the Hill's vortex velocity distribution. These solutions pro
vide parametric information on recirculation effects, and more 
importantly a numerical-diffusion-free benchmark for more 
ambitious efforts to model the earliest stages of the velocity 
distribution development. 

To help motivate this study, first a brief summary of the 
application to cooling of ICF reactors, particularly the HY
LIFE-II conceptual design, is presented. Formulation of the 
numerical problem is then presented, with particular attention 
to the use of streamline-fitted grids and temporal averaging 
for convection. Numerical results show that effects of recir
culation in rapidly decaying pressure fields, relative to stagnant 
drops, are relatively independent of the fluid properties and 
depend primarily on the parameter Utd/R, based on the re
circulation velocity, surface temperature decay time constant, 
and droplet radius. 

Inertial Confinement Fusion 
After a thermonuclear microexplosion in an ICF reactor, 

typically 32 percent of the energy is carried by X-rays and 
energetic debris and the remainder by neutrons. The energy 
radiates in every direction inside the cavity. To provide blast 
attenuation and to protect the inside wall from radiation dam
age, curtains of liquid lithium have been investigated in the 
HYLIFE ICF concept (Monsler and Meier, 1981). More re
cently the HYLIFE-II design has proposed curtains of Flibe 
(a molten LiF-BeF2 salt mixture) jets for neutron absorption 
and blast attenuation, coupled with cool Flibe liquid spray for 
condensation of vaporized Flibe (Bai and Schrock, 1991). On 
the jets around the inside of the curtain, a thin surface layer 
is irradiated by target debris and soft X-rays. This results in 
sudden evaporation, dissociation, and ionization of a consid
erable amount of Flibe liquid. Most of the plasma is very 
energetic and implodes violently into the site of the microex
plosion. A small fraction of the mass evaporated within the 
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chamber is less energetic and disperses within the chamber 
volume, raising the pressure significantly. 

The imploded gaseous material has an average internal en
ergy far in excess of the saturated vapor stage, but can be 
expected to release this energy rapidly via radiation and direct 
contact heat transfer, evaporating more Flibe. After the ex
plosion of a fuel pellet, a vapor pressure of hundreds of MPa 
builds up at the center of the cavity. The subsequent vapor 
flow is highly transient and complicated, with shock waves 
propagating through the jet columns during the earliest portion 
of the transient. After the shock waves propagate through the 
jet curtain to the region with droplets, additional vaporization 
has occurred from the jets and the vapor pressure and tem
perature are substantially reduced. To create a beam path for 
the next laser beam or ion beam bombardment, the pressure 
must be further lowered to 10 Pa or 0.1 Pa, respectively, by 
condensation on the Flibe droplets. Accurate prediction of the 
condensation rate is required to insure that the condensation 
occurs rapidly enough to achieve the desired repetition fre
quency of several Hertz. It is an interesting progression in 
history that this proposed method for cooling ICF reactors has 
much in common with the first Newcomen steam engines, 
where cold water was sprayed into a cylinder to condense 
steam, so the resulting vacuum could drive a piston. 

For rapid condensation on a droplet with zero circulation, 
subject to an exponentially decaying surface-temperature forc
ing function, an analytical series solution for the drop tem
perature has been obtained by Bai and Schrock (1991). They 
have initiated the study of transient condensation on drops 
with time-dependent boundary conditions by using a pure-
conduction analysis based on the Duhamel superposition in
tegral, augmented by a "convection factor" deduced from the 
work of Hijikata et al. (1984). The present work provides the 
first numerical study of transient convection with the time-
dependent boundary condition and further identifies the key 
parameters and physics for the problem. This type of solution 
provides a convenient basis for detailed modeling of the large 
number of droplets in a reactor, which all experience different 
life cycles depending on their introduction time. Of interest 
here is examination of the change of the condensation rate 
from the base one-dimensional solution, due to recirculation. 
Also of interest is the maximum superheat level inside the 
droplet. 

Theory 

This investigation is concerned primarily with transport in
side recirculating droplets, so simplifying assumptions are in-

External Flow 

C = cons t % = cons t . 

Fig. 1 Droplet schematic showing the Hill vortex streamlines, corre
sponding to selected points on the numerical grid 

troduced that permit qualitative and quantitative assessment 
of the heat transfer rate: 

1) The droplet is initially at uniform temperature T0. This 
is true of droplets away from the inside edge of the curtain. 

2) At time t = 0 the surface temperature jumps from T0 to 
Tso, and then decays exponentially. This approximates vapor 
pressure history that would result from a full-system model. 
With saturated vapor, assumed here, radiation heat transport 
is negligible. For highly superheated vapor radiation provides 
an additional heat flux to the surface, an effect addressed by 
Bai and Schrock (1990). 

3) The thermal resistance of the condensate and change in 
the droplet size are neglected. This assumption is valid for 
small values of the Jakob number, is. = cp(Ts0- T0)/h/g. For 
the highest temperature differences expected in this reactor 
(Ja = 0.3) this assumption provides qualitative approximation 
of the heat transfer behavior. 

4) The external effects of vapor mass transport and non-
condensables are neglected. 

5) Surface tension is assumed large, such that the droplet 
shape is approximately spherical. In reality droplet oscillation 
may result in heat transport augmentation (Hijikata et al., 
1984). 

6) The flow distribution inside the droplet is assumed to 
be constant and that of the Hill vortex, as shown in Fig. 1. 
Because the vapor dynamics are quite complex and are different 
for individual droplets, the resulting recirculation strength is 
left as an adjustable parameter. Scaling arguments for the 
recirculation strength are provided in a following section. The 
Hill vortex solution permits use of a streamline fitted grid, 
which eliminates the strong effects of cross-stream numerical 
diffusion, providing benchmark solutions for more detailed 
modeling of the vapor/droplet coupling. 

With these assumptions, energy transport inside the droplet 
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is governed by the energy equation, which can be written in 
spherical axisymmetric coordinates, 

dT df vedf (\ d 2dT 1 1 d . df\ 

bt br r 50 \r2 dr dr r2 sin 0 30 90/ 

(1) 
where vr and ve are the radial and angular velocity components, 
Tthe temperature, a the thermal diffusivity, t time, r the radial 
coordinate, and 0 the angular coordinate. The boundary con
ditions are an exponentially decaying surface-temperature 
forcing function, and symmetry along the centerline axis, 

at r = R f=T0 + (fS0-T0)exp(-t/td) (2) 

at 0 = 0, 180 df/dd = 0 (3) 

where R is the drop radius, fe the initial droplet temperature, 
fso the initially applied surface temperature, and td the time 
constant for the temperature decay. This exponential function 
approximates the anticipated surface temperature history, 
where pressure decay will be governed by the rate of mass 
removal in the system. The initial condition is 

at t = 0 f=f0 (4) 

It is convenient to nondimensionalize the governing equation, 
boundary condition, and initial condition 

3T 2 n dr; 2 JJ 90 17 drj dr\ 
1 1 d • a

d T ,« 

+ 1 -.—„ - sin 9 — (5) 
j)2 sin 0 dd 86 K ' 

at ,7=1 T=exp(-r/Td) (6) 

at 0 = 0, 180 97730 = 0 (7) 

at T = 0 T=0 (8) 

where the following nondimensional parameters have been 
introduced: 

Pe = 2RU/a r = ta/R2 

T=-¥~^F V=v/U ^ = r,R W 
-* so * o 

where Pe is the Peclet number and U the maximum velocity 
inside the drop. Here the velocity distribution is approximated 
by that of the Hill vortex, 

K r=(l-»j2)cos0 (10) 

K<,= - ( l -2 i7 2 )s in0 (11) 

For shorter time periods, boundary-layer-type analytic solu
tions are available for the droplet heat transfer. Chao (1969) 
showed that thermal boundary layers form on the droplet 
surface, and that a similarity solution for the temperature 
distribution in the liquid phase is possible. He identified the 
parameter, 

Per/2=Ut/R (12) 

which is independent of the flow properties. A value Ut/R = 2 
corresponds approximately to the time required for a fluid 
particle to travel from one side of the droplet to the other. 
For Ut/R<0.1, he showed that the boundary layer solution 
reduced to the simple conduction problem. For larger values 
the boundary layers grow, and reach steady state by Ut/R = 1.0. 
Soon afterward the solution becomes invalid as warm fluid 
wells from the center of the drop. As Chao noted, due to the 
linearity of the problem, this analytic solution can be gener
alized to the case of time-dependent surface temperature by 
application of Duhamel's theorem. However, this generali
zation requires numerical integration, provides no information 
on the effects of convection on the temperature distribution 
near the center of the droplet, and can only be applied for 
shorter time spans. Thus for this investigation numerical finite-
difference methods were applied. 

Numerical Technique 
In the case of transient droplet condensation, cross-stream 

and streamwise numerical diffusion both become important. 
Raithby (1976a) provides a critical review of both sources. 
Cross-stream diffusion occurs under upwind differencing, when 
the flow direction is oblique to the grid lines and a gradient 
in the temperature exists normal to the flow direction. For an 
axisymmetric spherical grid, cross-stream diffusion will be par
ticularly large near the pole regions during the early phases of 
a transient, due to the very high gradients normal to the flow. 
For these regions, skew-upwind differencing can reduce cross-
stream diffusion (Raithby, 1976b; Hassan et al., 1983; Schnei
der and Raw, 1986). Here, however, because the velocity field 
is given, cross-stream diffusion is eliminated completely by an 
orthogonal coordinate transformation to lines of constant £ 
and f, 

£ = 4(r)2-7)4)sin20 (13) 

f=7)4cos40/(2rj2-l) (14) 

where constant £ lines coincide with the streamlines of the Hill 
vortex and constant f lines are perpendicular to £ constant 
lines, as seen in Fig. 1. Thus the solutions presented here 
provide a benchmark for solutions based on spherical axisym
metric grids. 

Unfortunately, numerical diffusion due to streamwise nu
merical diffusion also becomes important for transient droplet 
condensation, due to the transport of a steep streamwise tem
perature gradient (thermal "shock front") through the droplet 
center. A variety of convective differencing schemes is avail
able, including implicit and explicit upwind, Crank-Nicolson, 
QUICK, predictor-corrector, hybrid, leapfrog, Lax-Wen-
droff, box, Fromms, and other schemes, all of which possess 
various difficulties due to numerical diffusion and instability. 
Roe (1983) provides a useful summary of several of these 
schemes as applied to solutions of the Euler equation, dis
cussing both dissipation (amplitude) and dispersion (phase) 
effects. 

In general, first-order schemes can be expected to create 
rather large streamwise numerical diffusion, while higher order 
schemes tend to be unstable and produce spurious oscillations 
and nonphysical values in the solution. The use of artificial 
damping to reduce oscillations reintroduces, to some extent, 
numerical diffusion. Here a rather novel technique is applied 
for tracking the steep convected gradients of highly transient 
droplet convection, based on the method of characteristics. 
Under such Lagrangian approaches, the problem of convection 
reduces to accurately interpolating to find the temperature of 
a fluid particle at some previous time and location, typically 
interpolating in space at the previous time step, where Huffenus 
and Khaletzky (1981) provide a good example and formulation. 
A similar interpolation method is introduced here, but inter
polation is performed in time at the upstream node location, 
using values from several previous time steps. This gives a 
discretization equation implicit in the diffusive terms and ex
plicit in convection, 

A v 
_ IT"- Tn~"o + G\= -uAA (T"~"o + G-T"~no+G} 

(n0-G)Ar( " " ' taXA^1" 7 » > 

+ aeT"e + awTl + anT"n + asT"s + apT
n
p (15) 

where A V is the volume, A 4̂ the face area of the control 
volume, and convective information comes only from the up
wind node w due to the streamline fitted coordinate system. 
Here ap = ae + aw + a„ + as, where for example, ae = (AAe/Ax). 
Defining the Courant number C as 

uAAw(n0-G)AT 

AV ( ' 

the discretization Eq. (15) can be rewritten 
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where 

E T = (ae T"e + aw T"w + an T"n + as T?) 

and Tl-"o+a = GT"w~"o+l + (1 - G) Tl'"*, linearly interpolated 
from stored values at previous time steps, as is shown in Fig. 
2, case (b). For the case where C= 1, then the first term on 
the right side become zero and Eq. (17) depends only on the 
upstream temperature at the previous time step n-n0 + G, 
making the formulation similar to the method of character
istics. Indeed, with this formulation convective information 
cannot propagate faster than the physical velocity, a reasonable 
constraint. 

Due to the very short time scales of interest here ( T = 10 ~5 

to 10~2), exponential grid spacing was applied in the f direction 
to concentrate grid points at the drop surface and provide 
sufficient resolution of the initial transients. A grid with 25 
cross-stream nodes was employed, with a cross-stream grid 
spacing factor of 1.08. In the £ direction, equal numbers of 
grid points were spaced at uniform values of 6 along the drop 
surface and uniform values of ij along the centerline axis, as 
shown in Fig. 1. With this nonuniform grid distribution the 
difference between the maximum stagnant bulk droplet tem
perature and exact solutions for the one-dimensional problem 
(Bai and Schrock, 1991) was under 2 percent, and at later times 
the bulk temperature solutions converged to within less than 
1 percent. Convergence was assumed at each time step when 
the maximum change of nondimensional temperature at any 
node was under 10~5. 

With the modified method, the upwind temperature value 
from the n0-G previous time step was used, in contrast to 
standard techniques. Figure 2 illustrates the scheme. For case 

(b) in regions where the convective velocity is relatively high, 
AV/uAAwAT<nmm, 

C = l , n0-G^AV/uAAwAr (18) 

is used, where n0 is an integer and 0 < G < 1 . Since the grid 
was fit to the streamlines, uAAw was constant. For case (a) 
in regions where the convective velocity is relatively low, A VI 
(uAAwAT)>nmax, 

C=nmaxuAAwAr/AV, G = 0 n0 = /?raax (19) 

For the results presented here, the grid spacing and time step 
were adjusted so that most nodes were described by Eq. (18). 
For early times n<nmm, the maximum number of time steps 
was reset so that nmax = n. For each time step the boundary 
condition was evaluated at the average time 
T = ( K - 0 . 5 ( K O - G ) ) A T . 

For convection the accuracy of Eq. (17) is of order AT, but 
for diffusion the accuracy is of order (« 0 -G)Ar . The larger 
truncation error for diffusion requires closer streamwise grid 
spacing at lower (nonzero) convective velocities, to obtain suf
ficient accuracy and permit use of Eq. (18) at most nodes. 
Thus calculations were not performed in the range 0 < Utd/ 
i? < 1, to keep the number of nodes and the calculation expense 
reasonable while preserving good accuracy. For the calcula
tions presented here, nmax = 20 and, for the center node, «„ = 10 
were used. For sufficient accuracy for diffusion, the streamwise 
grid spacing was set to give (/?o-G)AT = 0.05Td. These con
straints gave from 22 to 402 streamwise grid points, for the 
range of higher and lower values of Utd/R investigated. 

Because information from previous time steps is used in this 
modified formulation, the potential exists for some time-step 
decoupling as is observed with leap-frog methods (Roe, 1983). 
However, such decoupling was not observed here, perhaps due 
to the variation of n0 over the computational domain, such 
that information from several previous time steps was used 
for the iteration at any given time step. Some oscillation was 
observed for the coarsest grids investigated, due to passing of 
the peak of the temperature front between grid points. These 
oscillations disappeared for the finer grids. 

Because the finite-difference formulation used here is not 
standard, the solutions were verified by solutions using the 
standard implicit hybrid formulation (Patankar, 1980). Figure 
3 gives an example of the effects of node spacing in the stream-
wise direction. The surface temperature decay constant is 
r d = 1 0 " \ Utd/R = 3, and the time r= 1.0 x 10"3. Both methods 
accurately predict the volume-averaged bulk temperature, even 
for coarse grids. But with lower numerical diffusion, the mod
ified method performs much better in predicting the local tem
perature distribution, as seen by the prediction of the droplet 
superheat (the difference between the surface and maximum 
interior temperatures). The computational effort was approx
imately equal for the first-order upwind and modified methods, 
for the same grid spacing and time step size. However, the 
modified method permits coarser grids, decreasing computa
tion effort. 

Scaling 

Although more detailed numerical treatments are possible 
for the fluid mechanics of single droplets experiencing transient 
condensation, droplet sprays are considerably more complex. 
The extremely transient conditions present in a ICF reactor 
make the spray fluid mechanics even more difficult to treat. 
However, it is still possible to provide some qualitative as
sessment of the condensation heat transfer that can be ex
pected, relative to that on a stagnant drop. In this section 
scaling arguments are given based on vapor shear effects, and 
neglecting initial condition and surface tension effects. This 
scaling provides some quantification of the range of parameters 
that can be expected for the droplet sprays in rapidly decaying 
pressure fields, particularly in ICF reactors. 
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t d = 10 

Fig. 4 Droplet temperature distribution in f-£ coordinates, rd = 1CT3 

(this is an unwrapped version of Fig. 1; 0 = 180 and >j = - 1 are the same 
point) 
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Fig. 5 Comparison of droplet bulk temperature at various recirculation 
rates with one-dimensional solution, Td= 10"4 

In an ICF reactor the desire is to reduce the chamber pres
sure, and thus the saturation temperature, by some large factor 
over as short a time as possible, to maximize the microexplosion 
repetition rate. To minimize evaporation, it can be expected 
that the residence time of individual droplets T, will be of the 
order of one to five times the temperature decay time constant 

T, = NtTd (20) 

Furthermore, the total path length L the droplets will traverse 
will be on the order of 500 to 10,000 times the drop radius, 

(21) 

For a Reynolds number of order 100 the drop circulation 
velocity will be of the order (Law et al., 1977) 

U/Ua=Nv = 0[{pgiig/Plix,)y3] (22) 

where N„ is an effective slip ratio. This expression, based on 
vaporizing droplets, will conservatively underpredict the slip 
ratio for condensation, where the surface shear stress increases 
significantly (Sundararajan and Ayyaswamy, 1984). Thus the 
product of the Peclet number and the nondimensional decay 
time can be scaled as 

1/31 

L = NpR 

Pe rd/2 = Utd/R = NVNP/N, = O 
t,R 

(23) 

In practice vapor entrainment in the center region of the cur
tains will decrease the slip ratio somewhat. As will be shown 
later, the value of Utd/R characterizes the effect of recircu
lation, relative to pure conduction, under rapidly decaying 
pressure fields. Furthermore it is the most important parameter 
determining the maximum droplet superheat and the potential 
for homogeneous nucleation and droplet fragmentation. The 
effective slip ratio Nv is fixed by the total pressure in the system 
and the fluid properties. The ratio of the pressure decay con
stant to total residence time N, is limited by the desire to prevent 
excessive reevaporation. Thus the primary variable that can 
be adjusted to change the effect of recirculation is the ratio 
of total path length to droplet radius Np. For the HYLIFE 
reactor, this scaling gives values of Utd/R ranging from 0.3 to 
2.6. 

Results 

The temperature distribution inside a droplet in a decaying 
pressure field can be studied in Fig. 4. A matrix of surface 
plots is provided, for different times and recirculation values. 
Because the thermal boundary layers are very thin, selected 
node values of Tare plotted in f-£ coordinates, an unwrapped 
version of Fig. 1. The mapping between Fig. 4 and the spherical 
droplet geometry of Fig. 1 is most easily seen by examining 
the initial condition. As seen in Fig. 4 at the initial time t/ 
td = 0 the temperature along streamline £ = 0 is unity along the 
drop surface from 6 = 0 to 180 and zero along the centerline 
from radius r; = — 1 to 1, and the temperature is zero for all 
interior points, £ >0 . At short times all cases are similar, with 
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Fig. 6 Comparison of droplet bulk temperature at various recirculation 
rates with one-dimensional solution, Td = 10"3 

Fig. 7 Comparison of droplet bulk temperature at various recirculation 
rates with one-dimensional solution, T ,<=10~ 2 

diffusion most significant around 8 = 90, where the streamlines 
are closest together. The effects of circulation become rapidly 
apparent at later times, as the surface temperature decays and 
the temperature shock front is convected across the droplet 
interior. It is important to note that the numerical method 
employed here was able to capture the front, while first-order 
upwind methods showed very large stream wise diffusion except 
at the closest grid spacings. Of greatest interest is the longer-
term behavior of the case of Utd/R = 1, where substantial su
perheat remains in the droplet interior due to convection. 

Figures 5-7 compare the bulk-temperature history for dif
ferent values of rd with the reference one-dimensional, pure-
conduction solution (Utd/R = 0). The horizontal axis is scaled 
by the decay time and the vertical axis by the maximum bulk 
temperature from the one-dimensional solution, Tlimm, to aid 
the comparison. When Utd/R> 10, the solutions approach 
those of Kronig and Brink, where the stream lines are also 
isotherms. In these high recirculation cases the heat transfer 
can be approximated by multiplying the one-dimensional pure-
conduction solution by a factor of approximately 1.85. For 
td<l0~i the bulk temperature histories become similar, that 
is, the behavior scaled to the one-dimensional solution is a 
function of Utd/R only. For r d <10" 3 the most interesting 
behavior occurs when Utd/R = 1, such that the time required 
for a fluid particle to traverse from one side of the droplet to 
the other side is approximately twice the time constant for the 
pressure decay. Then the drop bulk temperature is seen to 
climb rapidly to a value slightly higher than the pure-conduc
tion case, and then remain approximately constant. This sta
bilization of the bulk temperature for Utd/R = 1 occurs because 
the liquid from the drop surface is pulled into the drop center, 
and fresh cold liquid wells up from the other side of the drop, 
offsetting the effect of the pressure decay. The convection of 
hot surface fluid to the droplet center can be seen clearly in 
Fig. 4. Eventually the hot liquid must emerge from the other 
side, and at that point the drop temperature begins to decay. 

Figures 8-10 show the superheat levels that can occur in the 
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3 0.5 

Fig. 8 Maximum in droplet superheat as function of time, rd= 10" 

Fig. 10 Maximum in droplet superheat as function of time, Td= 10 

droplets as the pressure decays. The figures show the difference 
between the maximum temperature inside the droplet and the 
surface temperature, in nondimensional form. These superheat 
values are several times higher than the maximum bulk tem
perature that occurs inside the drop, due to the highly non
uniform temperature distribution, particularly when the surface 
temperature decay time constant is short. Particularly high 
superheat values are encountered for the case of Utd/R = 1.0, 
because under this condition hot fluid from the surface is 
convected through the interior of the drop during a period 
over which the pressure drops greatly. The spike of superheated 
fluid at the droplet centerline can be seen most clearly in Fig. 
4 for Utd/R = 1.0 and t/td=l.0. Interestingly, for the limits 
of large and small Utd/R the superheat solutions become ap
proximately equal. 

Conclusions 
Convection has important effects on heat transport inside 

droplets experiencing condensation and subsequent evapora
tion in rapidly decaying pressure fields. For td< 10~3 the change 
in the heat transfer rate, relative to one-dimensional conduc
tion, is a function primarily of the parameter Utd/R and de
pends only weakly on the fluid properties. Moderate convection 
can significantly increase the superheat level inside the droplet. 
The modified numerical formulation used here helped to assess 
these superheat levels accurately, where a standard formulation 
would result in excessive numerical diffusion. Results from the 
streamline fitted grid and modified convective formulation 
presented here provide benchmarks for future studies. Fur
thermore the modified formulation improves assessment of 
the local surface conditions. Accurate assessment of the local 
surface temperature, concentration, and heat flux are impor
tant for analysis of condensation in the presence of binary 
vapor mixtures or noncondensable gases, particularly when 
surface tension effects are considered. Other effects are im
portant in the droplet condensation, including the potential 
for augmentation due to surface oscillation, which has been 
shown to be important over longer time frames (Hijikata et 
al., 1984). 
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Condensation of a Nonazeotropic 
Refrigerant Mixture R114/R113 in 
Horizontal Annul! With an 
Enhanced Inner Tube 
Local heat transfer and pressure drop measurements are made during condensation 
of a nonazeotropic refrigerant mixture R114/R113 in the annuli of horizontal double-
tube condensers. The inner tube is a 19.1-mm-o.d. corrugated tube with copper wire 
fins soldered on the outer surface. The outer tubes are smooth tubes with different 
i.d. of 29.9 and 25.0 mm. The heat transfer coefficient based on the bulk-vapor to 
wall temperature difference is considerably smaller for R114/R113 mixtures than 
for pure R113. An empirical equation for the vapor phase mass transfer coefficient 
is derived, in which the dimensionless parameters are introduced on the basis of the 
previous results for turbulent single phase flow in smooth and rough tubes with and 
without surface suction. The measured condensation heat transfer coefficients for 
R114/R113 mixtures are correlated by the present model to a mean absolute deviation 
of 14.3 percent. 

Introduction 
Use of a nonazeotropic binary mixture in vapor compression 

heat pump and refrigeration systems has been considered to 
be an effective means for raising the thermal performance of 
the system. Comprehensive reviews on the condensation and 
vaporization ofmixtures and some suggestions for design prac
tice have been given in the literature (e.g., Bell, 1988; Breber, 
1988). In condensers using a nonazeotropic mixture, buildup 
of the vapor diffusion layer near the condensate surface impairs 
the thermal performance of the condenser. While three types 
of method for predicting the heat and mass transfer processes 
during condensation of mixtures have been developed, these 
methods are only available for simple geometric configurations 
and for simple mixtures (Breber, 1988). 

Condensation in tubes and annuli is pertinent to condensers 
for refrigeration and air-conditioning applications. For in-tube 
condensation of nonazeotropic binary mixtures, a number of 
experimental studies have been reported in recent years. Moch-
izuki et al. conducted experiments in vertical (1984) and hor
izontal (1988) tubes using R114/R11 and R11/R113 mixtures 
as the test fluids, respectively. Their findings showed little 
difference in the heat transfer characteristics between the mix
tures and their components. Hijikata et al. (1989) derived a 
boundary-layer theory-based equation for the vapor phase mass 
transfer coefficient. However, they made no comparison of 
the local mass transfer coefficient between the prediction and 
their R114/R113 data. Shizuya et al. (1990) conducted exper
iments in horizontal smooth and grooved tubes using several 
kinds of vapor mixture. They connected the measured heat 
transfer data with the estimated flow patterns. Koyama et al. 
(1990) carried out experiments in a horizontal microfin tube 
using R22/R114 mixtures. They proposed an empirical equa
tion for the average heat transfer coefficient based on the 
vapor-to-wall temperature difference, in which an empirical -
term of the inlet mole fraction of R22 is introduced to account 
for the mass transfer effects. 

The foregoing review of the recent studies reveals that one 
of the major problems to be clarified is the characteristics of 

Contributed by the Heat Transfer Division and presented at the 3rd ASME/ 
JMSE Thermal Engineering Joint Conference, Reno, Nevada, March 17-22, 
1991. Manuscript received by the Heat Transfer Division November 26, 1990; 
revision received May 23,1991. Keywords: Condensation, Finned Surfaces, Mass 
Transfer. 

the vapor phase mass transfer. Furthermore, no available data 
exist for the condensation of a nonazeotropic binary mixture 
in an annulus. The present study was undertaken to provide 
a carefully measured set of data on the vapor phase mass 
transfer during the condensation of a nonazeotropic binary 
mixture R114/R113 in horizontal annuli with an enhanced 
inner tube. 

Experimental Apparatus and Procedure 
The experimental apparatus, shown schematically in Fig. 1, 

consists of forced circulation loops of test fluid and cooling 

1 Boiler 
2 Superheater 
3 Test tube 
4 Condensate receiver 
5 Circulation pump 
6 Strainer 
7 Needle valve 
8 Cooling water tank 
9 Cooling water pump 
10 Rotameter 

11 Pressure gage 
12 Sheath thermo

couples and 
sampling probes 

13 Vacuum pump 
14 Chiller 
15 Heater 
16 Pressure taps 
17 Cool ing water pump 
18 A u x i l i a r y condenser 

Fig. 1 Schematic diagram of experimental apparatus 
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water. It is basically the same as that used in the previous test 
for pure refrigerants Rl l and R113 with the exception of the 
inner tube, and is described in detail by Honda et al. (1989). 

The test section is a horizontal double-tube condenser with 
the test fluid flowing in the annulus and the cooling water 
flowing countercurrently in the inner tube. The vapor con
denses almost completely in the test section. Two test sections 
with the same inner tube and the outer tubes with different 
inside diameters are used to study the geometric effects of the 
annular gap. As shown in Fig. 2, the inner tube is a corrugated 
tube with copper wire fins soldered on the outer surface (wire-
finned tube). The fin geometry and fin dimensions of the inner 
tube are the same as those used in the previous study (Honda 
et al., 1989), except that the crest distance between adjacent 
fins A is 1.72 times as large as that used in the previous study. 
The outer surface area is 3.04 times that of an equivalent 
smooth tube. The outer tubes are smooth tubes with inside 
diameters D, of 29.9 and 25.0 mm, respectively. The 2-m-long 
test section is subdivided into eight 250-mm-long subsections, 
which are called the 1st, 2nd, ..., and 8th subsections from 
the vapor inlet. The test section with D, = 25.0 mm is provided 
with three sight glasses having the same inner diameter as the 
outer tube at the 2nd, 5th, and 8th subsections. Concentricity 
of the inner and outer tubes was ensured by inserting teflon 
spacers into the annuli at three subsections. 

Nine type-T thermocouples for measuring the cooling water 
temperature Tc at the inlet and exit of each subsection are 
inserted in the inner tube. The inner tube is electrically insulated 
from the outer tube to measure the average wall temperature 
of each subsection by the resistance thermometry. The inner 
tube and a standard resistor of 1 mO are connected in series 
by a lead wire to a d-c power supply, and a constant current 
of 40 A is passed through the circuit. Nine voltage taps are 

Diameter at f i n t i P 
Diameter at f i n root 
Crest p i tch 
Fin height 
Wire diameter 
Fin p i tch 
Tube thickness 
Corrugation p i t ch 
Internal r idge hei 
Crest distance bet 

ght 
ween adjacent f ins 

Dn 
Dr 
Pr 
h f 
d f 
Pf 

Prr 
h r r 
A 

20.6 
19.1 
1.8 
0.8 
0.3 
0.48 
0.95 
7.0 
0.3 
0.77 

mm 
mm 
mm 
mm 
mm 
mm 
mm 
mm 
mm 
mm 

Fig. 2 Details of inner tube 

soldered to the outer surface of the inner tube at the same 
longitudinal positions as the cooling water thermocouples. Nine 
pressure taps with 1-mm-dia holes are drilled at the bottom of 
the outer tube at 250-mm intervals from the vapor inlet. The 
adjoining pressure taps are connected to inverse U-tube ma
nometers, reading to 1 mm, to measure the difference in con
densate level. Static pressure at the vapor inlet is measured by 

N o m e n c l a t u r e 

b, c 
cf 

D 
A 
D0 

Dr 

30 
G 
g 
i 

>fg 

m 
m„ 

P 
Qn 

Re 

Sc 
Sh 

T = 
1 c 

T = 
1 eq 

Tf = 
T, = 

constants in Eq. (19) 
friction factor = 2D(-dP/ 
dz)/pu2 or liDi-D^-dP/ 
dz)pu2 

inner diameter 
inner diameter of outer tube 
diameter at fin tip 
diameter at fin root 
diffusion coefficient 
test fluid mass velocity 
gravitational acceleration 
specific enthalpy 
specific enthalpy of evapo
ration 
mass flux through interface 
condensation mass flux 
based on nominal surface 
area 
pressure 
local heat flux based on 
nominal surface area 
Reynolds number = uD/v 
or u(Pi-Dr)/v 
Schmidt number 
Sherwood number = /3ZV3D 
or ft,(A- A-)/£> 
cooling water temperature 
equilibrium temperature 
average fin surface tempera
ture 
condensate surface tempera
ture 
bulk-vapor temperature 

u = 
Vi = 

X = 
x„ = 

XJ = 

Vi = 

<xjo 

a„o 

art) = 

7 
V 

fin root tube surface tem
perature 
axial velocity 
suction velocity 
vapor mass quality 
Lockhart and Martinelli pa
rameter, Eq. (15) 
mass fraction of component 
j in liquid phase 
mass fraction of component 
j in vapor phase 
distance measured from va
por inlet 
heat transfer coefficient 
heat transfer coefficient of 
condensate film on fin sur
face, Eq. (32) 
heat transfer coefficient 
based on nominal surface 
area, Eq. (6) 
heat transfer coefficient of 
condensate film based on 
nominal surface area, Eq. 
(8b) 
heat transfer coefficient of 
condensate film on fin root 
tube surface, Eq. (33) 
mass transfer coefficient 
vapor phase mass transfer 
coefficient based on nomi
nal surface area, Eq. (7) 
suction parameter, Eq. (20) 
fin efficiency 

X = thermal conductivity 
\i = dynamic viscosity 
v = kinematic viscosity 
p = density 
a = surface tension 

<t>v = Lockhart and Martinelli pa
rameter, Eq. (14) 

co = dimensionless quantity = 
O'la-XifVO'ii—*i/) 

Subscripts 
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f 
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in 
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= 
= 
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= 
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= 
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bulk 
fin 
gravity-controlled condensa
tion regime 
condensate surface on inner 
tube 
vapor inlet 
liquid 
based on nominal surface 
area (surface area of a 
smooth tube with Dr) 
fin root tube surface 
surface tension controlled 
condensation regime 
vapor; also vapor shear 
controlled condensation re-
gime 

0 = without suction; also con
densate film 

1 = volatile component (R114) 
2 = less volatile component 

(R113) 
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Sampling probe 

Vapor 

Thermocouple 

To vapor reservoir 

Stop valve 

Sheath heater 

Shield 

Vapor 

Inner t u b e 

Outer t u b e 

Condensate 

Fig. 3 Arrangement of vapor thermocouple and vapor sampling probe 
in a subsection 

Micrometer head 

Outer tube 

a precision Bourdon tube gauge, reading to 103 Pa, and a 
Fortin barometer. Cooling water flow rate is measured by a 
calibrated rotameter. 

The vapor temperatures at the inlet and exit of the test section 
and also the condensate temperature in the strainer are meas
ured by 1-mm-dia type-K sheathed thermocouples. The local 
vapor temperature at the midpoint of each subsection, Tub 

(except the 2nd, 5th, and 8th subsections for D, = 25.0 mm), 
is also measured by the same type of thermocouple. The local 
vapor composition is determined at the same longitudinal po
sition as the vapor temperature using a gas chromatograph. 
Arrangement of the vapor thermocouple and vapor sampling 
probe installed in a subsection is shown in Fig. 3. The ther
mocouple is inserted obliquely upward in the upper part of 
the annulus and its hot junction is located at the midpoint of 
the annular gap. A stainless-steel sampling probe of 0.4 mm 
o.d. is inserted through the top of the outer tube. In order to 
avoid sampling droplets entrained in vapor flow, the tip of the 
probe is covered with a cuplike shield made of polyvinyl chlo
ride. The probe is connected, via a stop valve, to an evacuated 
vessel kept about 340 K. 

For the test section with D, = 25.0 mm, the vapor temper
ature distribution in a transverse cross section is measured at 
the 8th subsection. As shown in Fig. 4, the probe is a 50-/xm-
dia enamel-coated type-K thermocouple. It is traversed hori
zontally by a micrometer head and is zeroed by detecting the 
electric contact of the hot junction with the inner surface of 
the outer tube. The temperature signal is recorded by a pen 
recorder with pen speed of 1 m/s. The radial distance £ meas
ured from the fin tip is obtained from the geometric arrange
ment of the probe as £ = ((/2/2 - f)2 + h}W2 - A / 2 . 

After steady state is reached, the thermocouple outputs and 
the voltage drops of the inner tube and the standard resistor 
are read to 1 nFusing a data acquisition system. Samples of 
the vapor mixture are led to the evacuated vessels and analyzed 
successively using a calibrated gas chromatograph. Mass ve
locity of the test fluid G is obtained from the heat balance of 
the electrically heated boiler by application of steady flow 
energy balance for the test fluid. 

Experiments were performed at a constant inlet vapor tem
perature of 325 K. Two kinds of R114/R113 mixtures with 
different inlet Rl 14 mass fractions, yu„, of 0.23 and 0.36 were 
used as the test fluids. For comparison, the condensing data 
for pure R113 were also obtained. The G value ranged from 
80 to 270 kg/m2s. In order to study the effects of condensation • 
mass flux on the vapor phase mass transfer characteristics, the 
vapor mass quality at the tube exit was changed in three steps 
for a few prescribed values of G. 

Data Reduction 

In order to obtain the axial distributions of relevant quan
tities, a steady-state energy balance is applied to each sub-

(a) 

Teflon coated pipe 
Epoxy resin / 

Chromel 
wire(05Oum) 

Alumel wire(05Oum) 

( b ) 

(c) 

Fig. 4 Details of traversing device: (a) cross-sectional view perpendic
ular to tube axis; (£>) temperature probe; (c) geometric arrangement of 
probe 

section. An energy balance in the y'th subsection is expressed 
as 

Q,= W[lXitt+(l -X)i,)jin- (*i , + (l - A ) i / W (1) 

where Qj is the heat transfer rate of they'th subsection, Wis 
the test fluid flow rate, X is the vapor mass quality, iv and /'/ 
are the enthalpies of the vapor and liquid, respectively. Sub
scripts jin and jout denote the inlet and exit of the jih sub
section, respectively. 

The vapor and liquid phases of R114/R113 are assumed to 
be an ideal mixture. Thus, /„ in Eq. (1) is given by 

i»=y\iJvi + (\-y\b)irt. (2) 
where yib is the mass fraction of R114 in the bulk vapor. If 
the bulk vapor is assumed to be dry saturated, ylb can be 
calculated using the measured values of the static pressure P 
and the bulk-vapor temperature Tvb as 

ylb = A/[M2/Ml+A(l-M2/Mi)} (3) 

where A = Psl(P - PS2)/{P(Ps\-Ps2)}, M i s the molecular 
weight, Ps is the vapor pressure of pure component. 

The // in Eq. (1) is evaluated on the basis of the simplifying 
assumptions as follows: (i) No variations of the temperature 
and composition exist across the condensate film on the inner 
tube and these values are equal to that at the condensate sur
face. (//) The enthalpy change of the condensate flowing through 
the lower part of the annulus is negligible. On the basis of 
these assumptions, // and the enthalpy change of the condensate 
in the y'th subsection are respectively given by 

ii=xuin + {\-x^ia (4) 

[ ( 1 -X)i,)jln- f d -WAjau^iXjout-XjiMiDj (5) 

where xu is the liquid mass fraction of Rl 14 at the condensate 
surface on the inner tube. 

Axial variation of X is obtained by executing the following 
procedures: 

(/) Assume X = 1 at the vapor inlet. 
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Fig. 5 Typical two-phase flow pattern observed for R114/R113 mixture 
and profiles of temperature and concentration in vapor phase 

(if) Calculate yib from Eq. (3), calculate the condensate sur
face temperature T, and xu from Eqs. (8) ~ (10) (described 
later), then obtain /„ and i, at the midpoint of each subsection 
from Eqs. (2) and (4), respectively. 

(Hi) Interpolate /„ and // at the inlet and exit of each subsection 
using the results obtained in (if). 

(iv) Calculate Xj0U, successively from the vapor inlet using 
Eq. (5). 

It is recognized that condensation is not an equilibrium proc
ess. But in most cases the vapor and liquid phases are assumed 
to be in equilibrium with each other at any cross section of 
the conduit (e.g., Breber, 1988). In this paper, the equilibrium 
temperature Teq is also calculated for comparison. 

The local heat transfer coefficient a„ and the local vapor 
phase mass transfer coefficient /3„ are defined respectively on 
the basis of the nominal surface area (i.e., surface area of a 
smooth tube with diameter Dr) as 

a„ = gn/(Tvb-Tw) (6) 

$„ = m„/pv(\-u>) (7) 

where q„ and mn are the local heat flux and the local conden
sation mass flux based on the nominal surface area, respec
tively, Tw is the wall temperature at the tube surface, co = 
(y\b-X\i)/(y\i-Xu) andj>i,- is the vapor mass fraction of R114 
at the condensate surface on the inner tube. The Tw value is 
obtained from the measured local wall temperature, making 
a small correction for radial conduction. 

In order to discuss the R114/R113 data, it is necessary to 
determine the 7} value. Neglecting the effect of convective heat 
flux, q„ is respectively related to m„ and the heat transfer 
coefficient of the condensate film, a„0, as 

(8a) 

(8b) 

According to Honda et al. (1989), a„0 is composed of the heat 
transfer coefficient of the condensate film on the fin surface, 
ajQ, and that on the fin root tube surface, a^, as 

an0= 1/[pcpj(l/Tdfr)ljap + Rs)} +a r t ( l -Af) (9) 

where pc is the fin crest pitch, p_f is the fin pitch, df is the wire 
fin diameter, r\ = tanh(//V'ajo/\jdf/'(//V'ap/\jdf) is the fin ef
ficiency, // is the fin length per fin pitch, Rs is the thermal 
resistance of the solder layer at the fin base, and Af\s the ratio 
of fin base area to tube surface area. The expressions for a/o 
and aro are given by Eqs. (35) and (34), respectively. The Tt 

value can be calculated iteratively from Eq. (8b) using the 
measured values of qn, T„, and Eq. (9). Then, xv, and yxi are 
respectively obtained from 

P = {(Psl/M{)xu + (Ps2/M2)(\ -xh)} /1xu/Mx + (1 - *i;)/M2) 

q„ = m„{xu(ifg)\ + (1 -xxi)(i/g)2] 

1n = OinQ(Ti-Tw) 

and 

yu = (Psi/Xn)/ (PsiXu + P52U - x u ) } 

(10) 

(11) 
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Fig. 6 Distribution of measured quantities along test tube, y,,„ = 0.0: 
(a) D, = 29.9 mm; (b) D, = 25.0 mm 

In the data reduction the properties of the condensate and 
vapor are respectively evaluated at the reference temperatures 
of Tw + Q,3(Ti-Tw) and (Tvb+ T,)/2, except for the specific 
enthalpy of evaporation ifg and the surface tension a, which 
are evaluated at Tt. The mixture properties are obtained from 
the pure component data (JSME, 1982) using mixing rules as 
follows: Densities and enthalpies of both phases are evaluated 
assuming ideal mixtures. Liquid viscosity and surface tension 
are evaluated by the methods of Reid et al. (1977). Vapor 
viscosity is evaluated by the method of Wilke (1950). Thermal 
conductivity of condensate is evaluated by the method of Chen 
et al. (1987). The diffusion coefficient of vapor is obtained 
from the equation proposed by Fuller et al. (1966). 

The uncertainty in the measured a„ value is estimated to be 
within ± 13 percent. At low X regime, the lower part of the 
inner tube was submerged in the condensate pool, which re
sulted in a lower accuracy of mn in Eq. (7). Taking this into 
account, the data analysis for the vapor phase mass transfer 
is performed at ^ „ < 0 . 2 , where the effect of the submergence 
can be negligible (Honda et al., 1989). The uncertainty in the 
measured /3„ value is estimated to be within 32 percent. 
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Fig. 7 Distribution of measured quantities along test tube, yu„~0.36: 
(a) 0, = 29.9 mm; (b) D, = 25.0 mm 

Experimental Results and Discussion 

Flow Observation. Figure 5 illustrates a typical flow pat
tern observed for R114/R113 condensing flow. The behavior 
of the condensate is similar to the results for pure refrigerants 
R11 and R113 (Honda et al., 1989). At high X, the condensate 
is retained between some of the wire fins and the inner tube 
surface. At low X, on the other hand, the space between the 
wire fins and the inner tube surface is completely filled with 
the condensate. Most of the condensate on the inner tube falls 
off the tube bottom. At high G and X, some of the condensate 
is entrained in the flowing vapor. The condensate film thickness 
on the lower part of the outer tube increases as condensation 
proceeds. 

Axial Distributions of Measured Quantities. 
the axial distributions of a„, q„, Tpn, T„h, T„ 

Figure 6 shows 
• eq> J vb> J iv, Tc, the wetness 

fraction (1 —X), and the static pressure drop from the vapor 
inlet (Pin~P) for pure R113 at G=170 kg/m2s. Comparison 
of Figs. 6(a) and 6(b) for different D, reveals that the values 
of qn and the condensation temperature difference (Tvb - Tw) 
are larger for Z>, = 29.9 mm, whereas the values of a„ and 

P= 1.17 bar. G = 159kg/m !s, Re=2.58»l04 

¥'1 1 
Inner surface of 

I j l \ 
5=0.5rr % =1.9 mm 

1.5 
mm 
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T, 
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(b) 

Fig. 8 Distribution of vapor temperature plotted on T versus £ coor
dinates, G=159 kg/m2s and y„„ = 0.23: (a) X = 0.30; (D) X = 0.09 

(Pi„ - P) and the axial variation of Tvb are smaller for D, = 
29.9 mm. In both tubes, the Tvb agrees fairly well with the Teq. 

Figure 7 shows similar results for R114/R113 mixtures at 
C—170 kg/m2s. Also shown in Fig. 7 are the distributions of 
T; and /3„. A significant decrease in a„ is observed for R114/ 
R113 mixtures as compared to the pure Rl 13 results in Fig. 
6. This indicates the presence of the mass transfer resistance 
in the vapor phase. Comparison of Figs. 7(a) and 1(b) reveals 
that the ratio of temperature drop in the vapor phase to vapor-
to-wall value, (Tvb - T,)/(Tvb - T„), is larger for D-, = 25.0 mm, 
whereas the /?„ value is larger for D, = 29.9 mm. It is also 
seen that the Tvb is in close agreement with Teq except down
stream subsections for Z), = 25.0 mm, where the Tvb deviates 
toward a lower value as condensation proceeds. 

Variation of Vapor States. Figure 8 shows the distribution 
of vapor temperature for R114/R113 mixtures at G— 159 kg/ 
m2s and ^^n^O.23 plotted on the coordinates of T versus the 
radial distance £ measured from the fin tip (Fig. Ac). In Fig. 
8, the maximum and minimum vapor temperatures recorded 
at each position are connected by a vertical line, and their 
arithmetic average value Tv is plotted by symbols © and d 
for the left (0< f < 6.3 mm) and right (6.3 < f < 12.6 mm) halves 
of the annulus, respectively. Comparison of Figs. 8(a) and 8(b) 
for different X reveals that the temperature fluctuation is larger 
for X = 0.09 than for X = 0.30. Also shown in Fig. 8 are 
the values of Teq, 7), the average fin surface temperature 7} 
and the temperature traces at £ = 0.5 and 1.9 mm. The T, 
and Tf are plotted at £ = 0 mm for convenience. The 7} value 
is obtained from the definition of rj as 

7>=r,-r,(r,-rw/) (12) 
where Tw/ is the fin root temperature given by 

Twf= Tw + qnjPcPfRs (13) 
and q„/ is the heat flux on the fin surface (nominal surface 
area basis). 

In Fig. 8, dashed lines show approximate distribution of T„. 
Comparison of Figs. 8(a) and 8(6) reveals that the temperature 
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Fig. 9 Distribution of vapor temperature plotted on T versus £ coor
dinates, G=139 kg/m2s and y1/n=0.23: (a) X = 0.54; (b) X = 0.09 

profile is flatter for larger X. This indicates that the vapor 
diffusion layer develops axially along the outer surface of the 
inner tube as shown in Fig. 5. The Tv almost agrees with Teq 

value at larger £. It is also seen that the Tv value in the left 
half of the annulus is about 1 K lower than that in the right 
half except in the vicinity of £ = 0.5 mm. This discrepancy 
may be ascribed to the swirl flow of the vapor induced by the 
corrugation on the inner tube. 

Figure 9 shows similar results at G=139 kg/m2s and 
j'1,„ = 0.23. The distribution of T„ is similar in trend to the case 
of Fig. 8 except that the Tv value for X = 0.09 (Fig. 9b) is 
considerably lower than Teq in the whole range of £. The result 
as shown in Fig. 9(b) was observed at low Re regime, with the 
difference becoming more marked for lower Re. 

Figure 10 shows the measured values of yib and 7 ^ for R114/ 
R113 mixtures at G — 76 kg/m2s plotted on the temperature-
composition diagram, where, as recommended by Butterworth 
(1983), the lowest pressure observed in the tube is adopted for 
the calculation of the dew and bubble lines. The measured Tub 

value decreases with the increase of y^b. In Fig. 10(«) for D, 
= 29.9 mm, the Tvb agrees fairly well with the dewpoint tem
perature at the 1st to 5th subsections; thereafter, the former 
deviates toward a lower value as condensation proceeds. In 
Fig. 10(6) forD, = 25.0 mm, on the other hand, the Tvb agrees 
closely with the dewpoint temperature except near the tube 
exit. 

A major factor leading to the "near-equilibrium conden
sation" between bulk phases is considered to be the well-mixed 
phase distribution. Applying the flow regime transition criteria 
for two-phase gas-liquid flow in a horizontal tube (Taitel and 
Dukler, 1976) to the conditions corresponding to Figs. 10(a) 
and 10(&), the transition between the annular-dispersed liquid 
and stratified wavy regimes is considered to take place at the 
5th and 7th subsections for D-, = 29.9 and 25.0 mm, respec
tively. This is in accord with the results shown in Fig. 10 where 
the tube with smaller Z), tends to provide the "near-equilibrium 
condensation" process. Similar results are found in the pre
vious data for R114/R152a mixtures in vertical shellside con-

o Vapor Inlet 

oTest tube 

(1st to 8 th subsections) 

e Vapor exit 

_L _ i _ i 

Fig. 10 Measured local vapor states plotted on temperature-compo
sition diagram: (a) D, = 29.9 mm; (b) D, = 25.0 mm 

0.07 

0.05 

0.02 

0.01 

0.005 

0.002 

Equation (17b) 

iG-O—o-Q-o-

•Equatio'n (17a) " "***-*---,-

Previous work. Honda et ol.(1989) 
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Fig. 11 Variation of friction factor with Reynolds number, superheated 
R113 vapor 

densers with different tube pitch-to-diameter ratio (Kawano, 
1990). It is also seen from Fig. 10 that the vapor mass fraction 
at the tube exit is close to that predicted from the assumption 
of integral condensation mode. 

In the range G> 100 kg/m2s, the measured distribution of 
yxb became more irregular with increasing G. This is probably 
due to the fact that the entrained droplets were sampled along 
with the vapor mixture. 

Pressure Drop. The frictional pressure gradient ( - dP/dz)F 
for R114/R113 mixtures is compared with the previous results 
for pure refrigerants R l l and R113 (Honda et al., 1989) in 
terms of the Lockhart and Martinelli parameters (1949) 

<t>v={(-dP/dz)F/(-dP/dz)„} 

and 

(14) 

(15) X„={(- dP/dz),/( - dP/dz)v Iu'3 

The single-phase pressure gradients ( - dP/dz)i and ( - dP/dz)v 

are obtained from 

( - dP/dz)i,v = (2CyoP«2)/,„/(A - A ) (16) 

where CJQ is the friction factor without suction and u is the 
axial velocity. The Cp value is obtained experimentally using 
a superheated R113 vapor. The results are shown in Fig. 11 
on the coordinates of C/o versus the Reynolds number Re = 
u(D,-Dr)/v, along with the correlation for a smooth annulus 
(Kays and Perkins, 1985) and the previous correlation (Honda 
et al., 1989). The present data exhibit a clear dependence on 
D„ i.e., the c^ values for smaller Di are higher than those for 
larger £>,. The results are in line with the trends of turbulent 
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Fig. 12 Comparison of frictional pressure gradient data for R114/R113 
with the prediction of Eq. (18): (a) D, = 29.9 mm; (b) D, = 25.0 mm 

single-phase flow in rough tubes, and are correlated by the 
following expressions: 

For the tube with A = 29.9 mm 

9D = 0.2Re"0-2 for R e < 5 . 2 x l 0 4 

Cjo = 0.023 for Re>5.2xl04 (17 a) 

For the tube with D, = 25.0 mm 

Cjo-

Cfa-

= 0.2Re"02 

= 0.036 
for 
for 

R e < 5 . 2 x l 0 3 

R e > 5 . 2 x l 0 3 (176) 

Figure 12 compares the frictional pressure gradient data for 
R114/R113 condensing flow with the previous correlation 
(Honda et al., 1989). 

*„=1 + 1.8A?,-9 (18) 

The R114/R113 data are correlated by Eq. (18) to a mean 
absolute deviation of 9.5 percent, although the present inner 
tube has a larger fin crest distance than the previous tube. 

Vapor Phase Mass Transfer. On the basis of the previous 
results for turbulent single-phase flow in a tube with and'with
out surface suction, we develop an approximate expression for 
turbulent mass transfer and extend it to the case of conden
sation of nonazeotropic binary vapor mixture in an annulus. 

The functional form of the expression is assumed as 

Sh 1 Vj ReSc 
Sh0 l+07*Scc «Sh 0 

(19) 

where Sh = /3„D/2D and Sh0 are the Sherwood numbers with 
and without suction, respectively, v, = m/p is the suction 
velocity, Re = uD/v, D is the tube inner diameter, Sc is the 
Schmidt number, y is the suction parameter, a, b, and c are 
positive constants to be determined. The parameter y is as-

5 -

u -

2 -

— 

-

~ 

1/ / / 
Re = 105 / / / 

Sc = 1 / / // 
\ / / /' \ / / /' V / // 

0.7 7 / / ' 
\ J / // 
\ f / // V / /' 

o.4 fy// 
\///' 
//%/>' Equation (19) 

/AiT Kinney and 
Mr Sparrow(1970) 

i i i I i i i i 

0.01 

(a) 

0.02 
VI /U 

5 -

4 -

U) 3 

Sc = 0.7 

Re=1.5>(105 

5x104 \ 

1°4 /v 
~ \/ 7 

// '/ 
//tr 

r ! i i 1 

¥ V 

,7 / / 

/ / / / 

Equation (19) 

Kinney and 
Sparrow (1970) 

i i i i 

0.01 

(b) 

0.02 
Vj /U 

Fig. 13 Comparison of Sh/Sh0 ratio between prediction of Eq. (19) and 
numerical result obtained by Kinney and Sparrow (1970): {a) Re = 106; 
(i>) Sc = 0.7 

sumed with reference to the Reynolds flux model (Wallis, 1968) 
as 

y=Vi/(ucjo) (20) 

Excepting the definition of y, Eq. (19) is identical in form to 
the expression for the laminar forced convection condensation 
on a flat plate obtained by Rose (1980). 

The values of a, b, and c are determined on the basis of the 
numerical results for turbulent single phase flow in a smooth 
tube with suction obtained by Kinney and Sparrow (1970). 
Since the numerical solutions of Sh0 and cp are not shown in 
their paper, these values are respectively calculated from the 
following expressions for fully developed turbulent flow in a 
smooth tube: 

Sh0 = 
(cyo/2)(Re-1000)Sc 

1 + 1 2 . 7 V C / D / 2 ( S C 2 / 3 - 1 ) 

cA,= l/(3.641og10Re-3.28)2 

(21) 

(22) 

Equation (21) is derived using the analogy between heat and 
mass transfer from the heat transfer correlation proposed by 
Gnielinski (1976). Equation (22) was proposed by Petukhov 
(1970). 

Figure 13 shows the comparison of the numerical results 
with the prediction of Eq. (19), where the values of a, b, and 
c have been obtained after some trials as 0.5, 1.0, and 1.0, 
respectively. An agreement of within ± 4 percent is found 
between the numerical results and the prediction, except in the 
region y,/«2 0.005 at Re = 104. 
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Fig. 14 Plot of vapor phase mass transfer data on the coordinates of 
Sh/Sho versus 1/u: (a) D, = 29.9 mm; (b) D, = 25.0 mm 

Turning now to the condensation problem, the condition of 
mass conservation at the condensate surface gives 

y/_( l -oj)Sh 
(23) 

ReSc 

Substituting Eqs. (20), (23), and the values of a, b, c into Eq 
(19) yields 

,0 .5 

Sh = 
Recyn[[ 1 + 2Sh0(l/co- l)/(Rec/D) 1 1] 

(24) 
(1-co) 

In order to compare the prediction of Eq. (24) with the 
present data, the cyo value and an expression for Sh0 are re
quired. As illustrated in Figs. 2 and 5, the wire fins are wound 
onto the inner tube and the condensate is formed both on the 
fins and on the inner tube surface. In addition, the charac
teristics of single-phase flow are similar in trend to that in a 
rough tube as shown in Fig. 11. Therefore, it is sufficiently 
accurate to assume that the vapor phase mass transfer char
acteristics in the annuli are similar to those in a rough tube 
with equivalent diameter (Dj-Dr). The following expression 
is adopted for the expression of Sh0, since no available data 
exist for the present annuli: 

Sh0 = (cA)/2)ReSc/A: (25) 

where k = 1 + \p\[c^/2, \p = 5.19[Re Vc/n/2 es/ 

(.Di-Dr)}°-2Sc0M-8AS,es/(Di-Dr) = exp [ ( 3 . 0 - lA/c/o/2] / 
2.5]. Equation (25) is derived using the analogy between heat 
and mass transfer from the empirical equation of turbulent 
heat transfer in rough tubes obtained by Dipprey and Sabersky 
(1963). Combining Eqs. (24) and (25) yields 

Sh_2Ar[{ l+Sc( lAo- l ) / f r} 0 5 - l ] 
Sh0~ ( l -w)Sc 

According to Wallis (1970), the suction effect on the cy value 
is expressed satisfactorily by 

(26) 

The Cf value for the condensing flow is obtained by substituting 
the measured ( - dP/di)F into the defining equation 

Dr) (28) ( - dP/dzh = 2cfi„u„/(Pi -

Then, the Cyn is obtained from Eq. (27). 
Figure 14 shows the vapor phase mass transfer data plotted 

on the coordinates of Sh/Sh0 versus 1/OJ, where Sh is defined 
as 

Sh = ,S„(A-A-)/£) (29) 

It is seen from Fig. 14(a) that the Sh/Sh0 ratio for the same 
range of k increases with the increase of 1/co, and the Sh/Sh0 

ratio at the same value of \/w is larger for larger k. As is 
evident from the definition of the parameter k, the larger k 
value corresponds to the larger values of u and C/o- Dashed 
lines given by Eq. (26) for the extreme experimental values of 
k are also shown in Fig. 14. The data show a good agreement 
with Eq. (26) in trend, but show a dependence on (D, — Dr) 
not predicted by Eq. (26). In addition, the data take lower 
values than the prediction of Eq. (26) by about 15 and 30 
percent for D, = 29.9 mm and 25.0 mm, respectively. A pos
sible source of these discrepancies includes the difference in 
the property of surface roughness between the condensate film 
formed both on the fins and on the inner tube and the granular 
close-packed roughness used by Dipprey and Sabersky (1963). 
With reference to the functional form of Eq. (26), the present 
data are correlated by the following expressions to a mean 
absolute deviation of 13.5 percent. 

For the tube with Z>, = 29.9 mm 

Sh_1.7A:[(l + Sc(lAo-l)/A:)0-5-

Sh0~ ( l - « ) S c 

For the tube with D, = 25.0 mm 

Sh 1.4£[{l + Sc(l/ to-

Sh,T 
l)/k}°-5-l] 

(30a) 

(306) 

c/=cyD + (y;/«„) (27) 

( l -w)Sc 

For comparison, chain lines given by the well-known film 
theory (Bird et al., 1960) are shown so as to agree with the 
prediction of Eq. (30) at 1/OJ = 1. As seen from Fig. 14, the 
film theory gives lower Sh/Sh0 values than both the measure
ment and the prediction of Eq. (30), with the differences in
creasing with 1/co. 

Heat Transfer. In the previous paper (Honda et al., 1989), 
qn is divided into two parts as 

qn = Qnf+qm (31) 

where q„f and q„r are the components of the heat flux on the 
fin surface and on the fin root tube surface, respectively. The 
q„f is related to the heat transfer coefficient of the condensate 
film on the fin surface, O/D. as 

q„f=(T,- Tw)/{pfPc(\/-Kdf,ljajv + Rs)} (32) 

The qnr is related to the heat transfer coefficient of the con
densate film on the fin root tube surface, a^, as 

qm = ctrt(Ti-Tw)(l-Aj) (33) 

Equation (9) for a „0 is obtained by substituting Eqs. (32) and 
(33) into Eq. (31). The empirical expression for ctp (Honda et 
al., 1989) was obtained by combining the expressions for the 
two extreme condensation regimes, i.e., the surface tension 
controlled condensation and vapor shear controlled conden
sation regimes. The a r t was, on the other hand, estimated by 

a r t = ( 4 o + a ^ ) a 2 5 (34) 

where arg0 and arv0 are the heat transfer coefficients in the 
gravity controlled and vapor shear controlled regimes, re
spectively. The Nusselt (1916) and the Cavallini et al. (1982) 
equations were adopted for the expressions of arg0 and arv0, 
respectively. 
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For the present work, Eq. (34) is adopted for the expression 
of arf), since a data reduction as described by Honda et al. 
(1989) showed that the relation q„f » qnr also holds. The 
measured ap values for pure R113 were higher than the pre
vious prediction by about 7 and 20 percent for the surface 
tension and vapor shear controlled regimes, respectively. 
Therefore, the previous expression for a/n is modified to obtain 
a more reliable estimate of 7} for R114/R113 mixtures. This 
modification may be justified because the present and previous 
inner tubes have different values of A. The new expression for 
ayo obtained from the present pure R113 data is written as 

Nu/= ajodf/\/ 

= [(NuJ + N u > (1 + 55(2Dr/D, - l)Xu) f25 (35) 

where 

NU/J = 0.6S2-25 (36a) 

NU/„ = 0.12(1 +B)l/\uudf/vlf-i 

x j 1 +6.5 x 10 5(1 + 4 x 10s ffj/C3)}015 (366) 

Sd=oifgdf/\ivi(Ti - Tf), B = piifg(p„iiv/piiii) ' /h(Tt - Tf), C 
= (p,/p„)°-5Re}/6 (gj>,)1/3/w„, hf = hf/(D,-Dr), Re, = GDr (1 
- X) {(Dj/Dr)

2 - 1 j /pi, and g is the gravitational acceleration. 
The Nu/j and Nu,„ in Eq. (35) represent the effects of surface 
tension and vapor shear acting on the condensate film on the 
fin surface, respectively. The denominator of the right-hand 
side of Eq. (35) accounts for the effect of submergence of the 
inner tube in the condensate pool. The measured a„o for the 
pure Rl 13 condensing flow are correlated by Eq. (9) to a mean 
absolute deviation of 7.8 percent. 

For given conditions of vapor mixture and tube wall, the 
values of 7) and q„ are obtained by executing the following 
procedures: 

(/) Assume Th calculatex^andj^at 7} using the temperature-
composition diagram, then calculate co. 

(if) Calculate a„Q from Eq. (9) by using Eqs. (34) and (35), 
then calculate qn from Eq. (8b). 

(Hi) Calculate cyfrom Eqs. (14) ~ (18) and (28), then obtain 
CJQ from Eq. (27). 

(iv) Substitute Eq. (25) and the values of co and c^ into Eq. 
(30) to obtain Sh, then calculate /3„ and m„ using Eqs. (29) and 
(7), respectively. 

(v) Calculate q„ from Eq. (8a). 
(vi) Repeat procedures (i) — (v) until the q„ values obtained 

in (if) and (v) agree with each other to within 0.01 percent. 
The an value, if necessary, is calculated from Eq. (6) after 

the converged solution is obtained. In applying the expressions 
for o?yo and ovo to R114/R113 mixtures, ifg involved in Eqs. 
(34) and (35) should be replaced with xu(i/g)i + (1 -X\i)(ifg)2. 

Results are shown in Fig. 15 on the coordinates of (a„)mea 

and (a„)pre, where the former and the latter show the measured 
and predicted a„ values, respectively. As may be seen from 
Fig. 15, the present model gives satisfactory prediction, al
though the present model underpredicts the a„ value at low X 
regimes for Dt = 25.0 mm. All the data plotted in Fig. 15 are 
correlated to a mean absolute deviation of 14.3 percent. 

Conclusions 

Experiments have been performed during condensation of 
R114/R113 mixtures in horizontal annuli with an enhanced 
inner tube. A consideration has been given for the mass transfer 
resistance in the vapor phase both experimentally and theo
retically. Methods for predicting the condensation heat transfer 
and frictional pressure gradient have also been proposed. The 
conclusions are as follows: 

1 The frictional pressure gradient data for Rl 14/R113 mix
tures have been correlated fairly well by using the Lockhart 
and Martinelli parameters. The measured data have been cor
related by Eq. (18) to a mean absolute deviation of 9.5 percent. 

{tfn)pre kW/rn*K (b) 

Fig. 15 Comparison of measured and predicted heat transfer coeffi
cients: (a) D, = 29.9 mm; (b) D, = 25.0 mm 

2 An expression for the heat transfer coefficient of the con
densate film on the fin surface has been obtained. The present 
data for pure Rl 13 have been correlated by Eq. (9) to a mean 
absolute deviation of 7.8 percent. 

3 An expression for the vapor phase mass transfer coeffi
cient has been derived on the basis of the previous results for 
turbulent single-phase flow in tubes with and without suction. 
The present data have been correlated by Eq. (30) to a mean 
absolute deviation of 13.5 percent. 

4 For given conditions of the vapor mixture and tube wall, 
the condensation heat transfer rate is obtained by simultane
ously solving Eqs. (8a) and (8b). The measured heat transfer 
coefficients for R114/R113 mixtures have been correlated to 
a mean absolute deviation of 14.3 percent. 
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Surface Roughness and Its Effects 
on the Heat Transfer Mechanism 
in Spray Cooling 
In the spray cooling of a heated surface, variations in the surface texture influence 
the flow field, altering the maximum liquid film thickness, the bubble diameter, 
vapor entrapment, bubble departure characteristics, and the ability to transfer heat. 
A new method for determining and designating the surface texture is proposed, and 
the effects of surface roughness on evaporation /nucleation in the spray cooling flow 
field studied. A one-dimensional Fourier analysis is applied to determine experi
mentally the surface profile of a surface polished with emery paper covering a 
spectrum of grit sizes between 0.3 to 22 fim. Heat transfer measurements for liquid 
flow rates between 1 to 5 l/h and air flow rates between 0.1 to 0.4 l/s are presented. 
Maximum heat fluxes of 1200 W/cm2 for the 0.3 \x.m surface at very low superheats 
were obtained. 

Introduction 
Current heat transfer enhancement research has been di

rected toward phase-change processes. Such processes take 
advantage of the fact that a pure substance will absorb or 
release heat during phase change at a fixed temperature. The 
exchange of this latent heat is feasible at low degrees of su
perheat, and depending on the substance, the magnitude can 
be far greater than the corresponding sensible heat exchange 
for the same temperature difference. 

In the conventional methods of forced convective and ra
diative heat transfer, high heat fluxes can be achieved. How
ever, such modes entail excessively high surface temperatures, 
which could be detrimental to the system. Modern computer 
technology is making possible the manufacture of micromin
iaturized circuits of ever-increasing density. Such compactness 
has also resulted in an increase in the heat dissipation density. 
Similar advances in jet engines, rocket engine nozzles, and the 
nuclear industry are increasing demands on low-superheat, 
high-heat-flux technology. The coolant used in this study is 
water for simplicity of method. However, the need to perform 
experiments with highly wetting dielectric fluids for cooling of 
microelectronics is recognized. 

Spray cooling (Choi and Yao, 1987; Goldstein et al., 1967; 
Pais et al., 1989b) in particular has proven to be far more 
efficient than the conventional pool boiling method of heat 
removal (Cole, 1974; Berenson, 1962; Kurihara and Myers, 
1960; Webb, 1981). This is partially because the hydrodynamic 
instabilities inherent in pool boiling in the region of the critical 
heat flux (CHF) are precluded by the deposition of only a thin 
film of liquid (Parizhskiy, 1972; Kopchikov et al., 1969) on 
the surface in spray cooling. The objective of this work is to 
study the effect of surface roughness on heat transfer under 
conditions of spray cooling. 

Figure 1 illustrates the physics of evaporation/boiling taking 
place within a thin film of liquid deposited on a hot surface 
by droplet impingement assisted by an external gas stagnation 
flow field. If the film is ultra-thin (of the order of a micron 
or less in the case of water), then the heat can be conducted 
through the liquid to the surface, where the liquid will evap
orate directly into the ambient. From thermodynamics, at a 
specified temperature, a pure liquid can exist in equilibrium 

contact with its vapor at but one pressure, its vapor pressure. 
If by some means the vapor pressure is reduced in the im
mediate vicinity of the surface, then the phase change tem
perature will also decrease. In the case of water, for a 30 percent 
decrease in vapor pressure, the phase-change temperature is 
reduced by 10 percent (Mark's, 1978). 

An air/droplet impingement flow field on the surface pro
duced by an air atomizing nozzle is illustrated in Fig. 1. The 
air jet on impinging the surface forms a stagnation point flow 
field. The drops do not follow the air streamlines close to the 
surface but follow straight paths due to their relatively higher 
inertia. These drops impinge on the hot surface to form flat 
disks, whose thickness is much smaller than the diameter of 
the drop (Jussim, 1988). Simultaneously, the stagnation flow 
field spreads the droplet/disks further, through shear forces, 
to form a thin film on the surface. Any vapor that emanates 
from the hot surface due to evaporation is instantly swept 
away. Hence, the effect of the stagnation flow field is to en
hance evaporation even further, by clearing away the vapor 
and reducing the partial vapor pressure in the immediate vi
cinity of the liquid surface. Thus, the possibility of phase 
change, at or below 100°C, i.e., with "negative" superheats 
(based on 100°C at 1 atm system pressure) exists. 

Concurrently, if the superheat is sufficient, nucleation will 
occur at the solid-liquid interface, the radius above which a 
bubble will survive and grow being given by (Defay et al., 
1966), 

2av"Ts 

'T(TW-TS) 
(1) 
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In the case of nucleate boiling, roughness plays a governing 
role in the enhancement of heat removal. Primarily, the cavities 
created by the roughness elements serve as regions of vapor 
germination and entrapment (see Fig. 1). When a growing 
bubble penetrates through the liquid film into the ambient and 
bursts, liquid flows in to take the place formerly occupied by 
the vapor. The geometry of the cavity and wettability of the 
surface, determine whether vapor will be trapped in the cavity 
(Bankoff, 1958). If the trapped vapor bubble has a large radius 
of curvature then the degree of superheat required for nu
cleation is reduced. This not only enhances heat removal in 
the form of latent heat, but also maintains surface temperatures 
near saturation conditions, the degree of superheat being a 
function of the roughness spacing X (Griffith and Wallis, 1960). 
Lack of this facility will require a higher surface temperature 
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for nucleation. Secondly, the heat flux is also increased due 
to the increase in surface area subtended by the roughness 
elements (see Fig. 2). Here, the smaller elements act as nu
cleation sites, and provide a sizable increase in area, as com
pared to the larger undulation of the overall surface, over which 
the smaller elements are distributed. 

The density of nucleation sites and heat transfer depends 
on the density and distribution of the roughness elements, i.e., 
primarily on X, the space between the roughness elements (Pais 
and Singh, 1988; Webb, 1981). Consider nucleation on a rough 
wall; as the density of the nucleation sites increases, at first, 
the heat flux increases as would be expected. However, as the 
nucleation sites get closer, the growth of bubbles created by 
neighboring sites will cause the bubbles to combine to form 
large vapor films with dry vapor stems and hot spots (Dhir 
and Tung, 1988; Mesler, 1976; Hospeti and Mesler, 1969), 
which are detrimental in the CHF region. Hence, there may 
exist a roughness configuration that produces the maximum 
heat flux at the lowest superheat, the spacing in this being far 
more than that for a densely packed surface. 

When a bubble forms, a thin microlayer of liquid that lies 
between vapor and the hot surface (Cooper and Merry, 1973) 
governs the rate of evaporation into the bubble, and in the 
case of water, takes between 50 /*s and 2 ms to disappear (Yu 
and Mesler, 1977). The bubble grows further by evaporation 
through its walls, heat being conducted from the hot surface 
through the surrounding liquid. This latter process (> 10 ms) 
is considerably slower than direct evaporation of the micro-
layer. Consequently, heat removal can be further enhanced if 
the microlayer can be continuously maintained. This is realized 
if the bubble is removed the instant its microlayer evaporates, 
making available the nucleation site for a new bubble to form 
on a fresh microlayer (Mesler, 1976). 

In spray cooling, the thermal boundary layer is limited to 
the thickness of the liquid film. The bubble on emerging from 
the cavity and growing above the liquid film, see Fig. 1, will 
be exposed (within the liquid film and vapor above) to tem
perature gradients and the forces of the external flow field. 
The bubble temperature, being higher, will induce its walls to 
evaporate into the ambient. Second, the temperature gradients 
will make it unstable (Faneuff et al., 1958; Hsu, 1962). Third, 
the external droplet/ambient flow field may also assist in the 
early departure/breakup of the bubble. Thus, the bubble breaks 
up before reaching its minimum radius required by the cavity 
size; i.e., the superheat required, as given by Eq. (1), is lower 
(Griffith and Wallis, 1960). 

Roughness Definition 
The classical definition of roughness strives to describe sur

face irregularities quantitatively and qualitatively in a number 
of ways (Mark's, 1978): (a) the roughness-height index value, 
(b) waviness, (c) lay. Current numerical and experimental 
methods utilize a variety of geometry forms (pyramids, grooves, 
sand grains) in simulating roughness. Owing to the large num
ber of parameters describing such forms, the precise meas
urement and definition of irregularly shaped surfaces is further 
complicated. Hence, there is a need for improved methods of 
determining, designating, and controlling the surface texture. 
Texture can be qualitatively described by its coarseness, which 
is related to the spatial repetition period of the local structure. 
If the surface is composed of a combination of a number of 
elementary surfaces superimposed on one another, see Fig. 2, 
then a one-dimensional Fourier analysis can be applied. Several 
studies (Lendaris and Stanley, 1970; Oppenheim and Schafer, 
1975; Pais, 1987; Rosenfeld, 1962) have considered textural 
analysis in terms of the Fourier spectrum of a region. 

Fourier Analysis 
A surface array is considered to be a linear array of TV altitude 

samples, see Fig. 2, described by the function f(x) over the 
surface coordinates (-L<x<L). The coefficients of the one-

a, b = 
A = 
d = 

D = 
/ = 

H = 
k = 
K = 
L = 
n = 
N = 
P = 

Fourier coefficients 
surface area 
diameter of drop 
apparent diameter of drop 
surface profile function 
complex Fourier coefficients 
roughness height 
thermal conductivity 
half signal interval 
Fourier frequency index 
total number of samples 
pressure 

Q = 
r = 
T = 
w = 

X,Y = 

r = 
A = 
\ = 
v = 
a = 
$ = 

heat flux 
radius 
temperature 
uncertainty 
Cartesian coordinates 
latent heat of vaporization 
difference 
roughness spacing 
specific volume 
surface tension 
angle of contact 

Superscript 
= vapor phase 

Subscripts 
Co = constantan 
Cu = copper 
m = minimum equilibrium bubble 

radius 
q = heat flux 
s- = saturation 

Surf = surface 
T = temperature 
w = wall 
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true surface profile 

Fig. 2 Surface line profile 

dimensional Fourier transform, H{n) are the complex Fourier 
coefficients that specify the amplitude of the basis functions 
(Lighthill, 1962; Andrews, 1970). The surface can then be 
written in the Fourier series representation as (Pais and Singh, 
1988), 

N 
- - 1 
2 

V1 ( nirx , . nirx/ ... 
f(x)=a0+Zj a „ c o s — + 6 „ s m — (2) 

H(n)=(an + ib„)/2 (2a) 

The parameter n that belongs to sets of functions of the form 
given in Eq. (2) is interpreted as the number of complete cycles 
generated by a sinusoidal function per length 2L. Fourier series 
in this sense can be used for analyzing oscillations or waveforms 
periodic in space, or on a restricted interval (Lighthill, 1962; 
Oppenheim and Schafer, 1975). 

When experimental studies have to be performed on rough 
surfaces, difficulties arise in fabricating a surface that conform 
to the rough surface profile. To circumvent this problem typ
ically a smooth profile is calculated by averaging a number of 
the rough cross sections. The roughness is incorporated into 
the model by superimposing roughness elements of varying 
geometries and size. Fourier analysis extracts the characteristic 
elements of the surface to give a spectrum of elements of fixed 
geometry and spacing, which can be selectively applied to an 
equivalent smooth profile taking the local flow field into con
sideration. 

To specify the size of a roughness pattern, the typical di
mensions of k and X are used. The dimension k can be rep
resented by double the amplitude of a sinusoidal function 
(equivalent to the total peak-to-valley distance). The width/ 
spacing, X„ = 2L/n, is given by the inverse of the frequency 
of the function; see Fig. 2. The surface is described using N 
points in the physical plane, and N/2 points in the Fourier 
domain. Depending on the superheat, wetting characteristics, 
and flow field, cavities of certain geometry and size will play 
a predominant role. By selectively choosing the k and X values 
of cavities that determine the flow field, and discarding the 
other k and X description as ineffectual and redundant, a 
further reduction in the data can be attained (Pais, 1987). 
Hence, even though the whole surface is described by N/2 {k, 
X) points in Fourier domain, only a few such points are nec
essary to describe the surface with respect to its heat transfer 
characteristics. The Fourier analysis is implemented using a 
fast Fourier transform (FFT) algorithm (Andrews, 1970). 

Application of Fourier analysis to define such surface pro
files provides a twofold advantage: 

(a) the large amount of discrete surface coordinate data 
is described using mathematical relations that are simple and 
require far less memory, allowing a sizable data reduction 
(Pais, 1987; Pratt, 1978); and 

Cooled Copper Surface 

Holes for Radiation Lamps 

Fig. 3 Temperature measurement setup 

(b) the amplitude and frequency of the sinusoidal func
tions are analogous to the properties of the classical definition 
of roughness. 

Three surface roughnesses were studied. The surface was 
polished successively with polishing abrasive paper and lapping 
compound of size 22, 14, and 0.3 /an, respectively. Owing to 
the bulkiness of the heater block (see Experimental Descrip
tion), sample film surfaces were prepared, care being taken to 
expose these samples to the same heat treatment conditions 
imposed on the experimental surface. The surfaces were pol
ished only in one direction, given it a definite "lay" (Mark's, 
1978). Next surface coordinates were obtained using a diamond 
tip profilometer with a resolution of 0.1 nm. The surface was 
mounted on a vibration-free table and scanned in a direction 
perpendicular to the "lay," to obtain a number of profiles, 
which were digitized. Fourier analysis were performed on these 
surface data. 

Experimental Description 
Owing to the large thermal gradients required to drive large 

heat fluxes through any surface (>1500 W/cm2), care must 
be taken in the design of the apparatus so as to arrive at 
temperatures within the body that maintain the physical and 
chemical integrity of the system. 

With reference to Fig. 3, high-power (40 W/cm) tungsten-
in-quartz tubular heat lamps are inserted into cylindrical cham
bers within the lower cuboid copper heater block of size 25 
mm x 64 mm x 127 mm. This system, i.e., the tungsten 
filament, which can be viewed as a line element radiative heat 
source (temperature = 2200°C, 0.5<\<4.5 /im), enclosed 
within a cylinder closed at its ends, constitutes a black body. 
Thus, all the radiative energy is absorbed into the copper block. 
This heat is then conducted through the pyramidal construction 
to the surface to be cooled. The design is such as to arrive at 
a uniform temperature on the surface to be cooled. These 
radiation lamps have a fast thermal response (99 percent rated 
power within 3 s), can withstand high temperatures by virtue 
of their sealed quartz envelope, and provide a high radiative 
heat flux. Depending on the heat flux required, a multiple 
number of these lamps can be used in this setup. 

The temperature controller, as shown in Fig. 4, monitors 
the temperature of the cooled surface, maintaining it at some 
preset value by sending a control signal to the phase-angle SCR 
power supply, which in turn regulates the power to the quartz 
lamps by varying the.phase angle on each a-c cycle proportional 
to the control signal. In the event of an overshoot in the 
temperature of the surface, an alarm disconnects the power to 
the heaters via relays. The power to the lamps along with the 
temperatures are continuously indicated by the panel meters 
and recorded by the data acquisition system. All process pa
rameters are displayed and stored on the PC. 
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High Power Quartz 
Lamps 

Fig. A Experimental schematic 

The heat source consists of two parts, namely, the lower 
cuboid copper body, with inserted radiation lamps, and the 1 
cm2 circular crown (11 mm diameter x 8 mm height) or cooled 
surface (shown in Fig. 3) from which heat removal is desired. 
The whole assembly (excluding the surface exposed to the 
spray) is insulated in high-temperature insulation to keep heat 
losses to a minimum. By measuring the temperature difference 
across a known distance in a section of the crown where the 
isotherms have flat profiles, the heat flux can be determined 
using Fourier's law of heat conduction. 

At a desired heat flux of 1000 W/cm2, in a copper body of 
uniform cross section, the temperature gradient is 25.4°C/mm. 
This requires that the size of the thermocouple be of the order 
of 40 fim for a temperature measurement resolution to be 
within 1°C. Temperature measurement using such fine ther
mocouples is not recommended at such high temperatures, 
being more susceptible to standard wire errors (ASTM, 1974), 
corrosion, and failure. Secondly, an uncertainty analysis, 

Ax A7 (3) 

implies that the prediction of the heat flux is also dependent 
on the accurate measurement of the distance between the two 
thermocouples, Ax. Ideally, this is a parameter in the heat flux 
equation, which should be minimized for maximum temper
ature reduction within the system. 

An alternative method of temperature measurement would 
be to use a thin film of Constantan (127 fim thick in this case, 
selected because with copper it composes a thermocouple), 
interleaved between a copper film on the top (which constitutes 
the cooled surface shown in Fig. 3), and the heated copper 
block at the bottom, located in a region of the crown 6 mm 
above the lower copper block where flat isotherms are pre
dicted. Constantan has a low thermal conductivity (21.12 W/ 
m-K); thus the thinner the film, the lower the temperature rise 
across it. Second, the film thickness measurement, Ax, when 
accurately determined (127 ± 12 jim), further reduces the 
uncertainty in the heat flux prediction. 

The thermocouple junction cannot be assumed to be iso
thermal, as a heat flux exists across the solder layer (50-70 ^m 
thick). Hence, a simple copper-constantan thermocouple cal
ibration is invalidated. Therefore, copper-silver and silver-con-
stantan calibrations were obtained and the corrected 
temperatures used in the calculation of the heat flux. Knowl-

Table 1 Experimental flow-field parameters 
Water Drop size Average Air Pressure 

flow rate, range, 
Case 1/h t̂rn 

velocity, 
m/s 

/flow rate 
psig, 1/s 

5.1 
5.1 
5.1 
2.6 
1.4 
1.4 
1.4 
1.4 

14-23 
18-26 
21-28 
15-22 
7-14 
8-14 
9-15 

11-15 

15-50 
15-31 
9-22 
8-45 
9-47 
9-44 

10-38 
7-28 

60/0.32 
40/0.25 
20/0.16 
40/0.25 
75/0.38 
60/0.32 
40/0.25 
20/0.16 

edge of the heat flux allows evaluation of surface temperature 
by extrapolation. 

^ s u r f - Tea — <7 
AXg, 
KcA 

(4) 

Spray System. Details of the coolant supply unit are pro
vided by Pais et al. (1989a, 1989b). An air atomizing nozzle 
was used to generate homogeneous droplet sprays over small 
areas (approximately 15 mm diameter). A thin (<0.5 mm) 
annular liquid stream of distilled, deionized water is aspirated 
or injected into the path of an accelerating jet of air (minimum 
jet diameter = 0.7 mm). Through surface shear forces, the 
air jet atomizes the liquid into small droplets (ranging in size 
from 7 /xm to 28 fim depending on liquid and air flow rates), 
and imparts momentum to them (7-50 m/s; see Table 1). The 
compressed air to drive the nozzle is supplied at 584 kPa with 
a relative humidity of nearly 100 percent. A regulating valve 
is used to reduce the pressure of the moist air; as a result, the 
exit relative humidity of air is found from calculations to be 
less than 30 percent. 

Droplet Size and Velocity Measurement. Using a single-
component phase-Doppler particle analyzer, droplet size and 
velocity distributions were obtained over the surface for a fixed 
set of air and water flow rates. Table 1 provides the flow field 
parameters for eight different cases used in the experiments 
presented later. 

Experimental Results 
A fixed set of experiments was conducted with the objective 

of studying the effect of surface roughness, liquid coolant flow 
rate, atomizing air flow rate, and sensible heat content of the 
liquid on the heat transfer rate at surface temperatures below 
the Leidenfrost point. All comparisons are in the form of heat 
flux versus the surface temperature. 

Initially experiments were performed to study the convective 
heat transfer contribution, solely due to the air jet. At a surface 
temperature of 100°C the heat flux was 17 W/cm2, negligibly 
small compared with the spray cooling heat flux. 

Before each experiment the test surface was burnished with 
the polishing abrasive, then swabbed with hydrochloric acid, 
and finally washed with deionized distilled water. This cleaning 
procedure was followed to remove any oxide that is formed 
when the surface jumps into the Leidenfrost region. Freshly 
distilled, deionized water was used as the coolant in all ex
periments. Experiments were performed with the spray nozzle 
approximately 23 mm above the surface. In such a position, 
the whole surface received the spray evenly, the liquid im
pinging on the surface before being swept away by the air flow. 
The liquid and air flow rates were monitored at preset rates 
throughout each experiment. 

Experiments were begun at room temperature and ramped 
up continuously until Leidenfrost conditions were reached. The 
heaters were then switched off and the recorded data analyzed. 
The power was ramped up slowly enough to ensure that the 
measurements are quasi-steady. Heating up and cooling down 
cycles were performed up to and prior to the CHF region. The 

214 / Vol. 114, FEBRUARY 1992 Transactions of the AS ME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Case Water 

24 

26 

27 

Pool 

O 

X 

Grit 14 um 
.00 90.00 100.00 110.00 L20. 00 13C 

Surface Temperature C 
Fig. 5 Effect of air flow rate, 14 jim grit 

hysteresis noted was minimal, indicating a negligible effect of 
any existing transient conditions. The surface was cleaned again 
for the next run. An immediate rerun or cooling cycle data is 
not taken, as after the temperature jump to Leidenfrost con
ditions, a thin layer of oxide forms on the surface, changing 
the surface properties. A copper surface was selected because 
of its high thermal conductivity and wettability with water, an 
important parameter in thin-film evaporation and boiling. 

Table 1 provides the parameters of the flow field for eight 
different cases of liquid and gas flow rates. A number of 
experiments were performed to check for repeatability, oc
currence, and value of the critical heat flux (CHF). The ex
periments are repeatable in heat flux within ± 50 W/cm2 and 
±2°C in surface temperature. However, determination of the 
CHF point exactly is beyond the means of this heater-block 
system. The copper block system has a thermal capacity of 
approximately 850 J/°C, which means, in the CHF region, 
where heat flux rates are of the same magnitude or higher, it 
takes approximately a second for every degree drop. However, 
the surface temperature fluctuates at a much higher rate, and 
hence, if the surface flow condition changes to an adverse 
vapor film boiling situation, then the heat flux will drop, which 
exacerbates the problem further, driving the surface temper
ature even higher, this having a runaway effect. At the lower 
coolant flow rates the control of the flow was within ±0.3 
1/h. 

Figure 5 illustrates the effect of the increase of air flow rate 
on the heat removal capabilities for a surface prepared using 
14-fim grit polish. As the air flow rate is increased, for the 
same liquid flow rate of 5.1 1/hr, a thinner liquid film is 
expected on the surface. This is true because, first, the droplets 
are smaller in diameter and have higher velocities, which on 
impinging on the surface will flatten to thinner disks. Second, 
the stagnation flow field due to the air has increasing ability 
not only to squeeze the film thinner, but also to sweep away 
the evaporating vapor, creating a lower partial vapor pressure 
on the surface of the liquid. Below 100°C, subcooled liquid 
forced convection and evaporation play an important part. 
The droplets impact with higher velocities as the air flow rate 
increases (see Table 1). Hence, the instantaneous local heat 
transfer coefficient in the region of impact is higher, leading 
to an overall higher heat transfer rate as evidenced from Fig. 
5. This is evidenced by measuring the slope of the profile in 
the region where temperatures are less than 100°C. The rate 
of change of heat flux with temperature changes from 13.5 to 
21 W/cm2-°C going from cases 3 to 1, Table 1. At about 

0.00 15.00 30.00 . 4S-00 60.00 75.00 90. DO 105.00 
X x 10 Mm 

Fig. 6(a) 14 ^m grit surface 

cb. oo 3. 00 6 . 0 0 9 . 0 0 12 

X l i m 

Fig. 6(b) Roughness description 

102°C, the profile makes a positive turn, the slopes almost 
doubling to 20, 43, and 48 W/cm2-°C from cases 3 to 1, 
respectively. This is due to the onset of nucleation, which 
greatly augments the process. Past 110°C, for cases 1 and 3, 
and 113 ° C for case 2, the surface begins to dry out sporadically, 
this being due to a dearth of liquid. At this juncture, the profile 
shows a sudden downturn, leveling off rapidly with a com
paratively insignificant slope. The maximum heat removal ca
pabilities are observed in this region, removing 1180, 1110, 
and 780 W/cm2 for cases 1 to 3, respectively. For further 
increase in temperature, the liquid film becomes highly un
steady, jumping to the Leidenfrost/dryout region instanta
neously. 

The surface profile prepared using polishing paper of grit 
size less than 14 fim is shown in Fig. 6(a) , and its Fourier 
spectrum is shown in Fig. 6(b). The maximum roughness 
protuberance occurring on a 0.9 mm scan is k=0.35 /zm. Hence, 
with the assistance of the air flow field, the film thickness can 
be of the order of 1 /»m. If only conduction through such film 
of water is considered as the means of heat transport, it is 
noted that if such superheats are imposed on the surface, the 
liquid film can substantially support the heat flux measured. 

Also presented in Fig. 5 are test data for the surface sub
merged in a shallow pool of water. The study was performed 
to determine the superheat for the onset of nucleation and 
conditions were not extended into the CHF region. The profile 
clearly indicates the onset of nucleation at a temperature of 
— 105°C. From Eq. (1), this relates to Xs 12 jiim, or from Fig. 
6, k — 0.008 jim, the predominant element on the surface. 

Figure 7 illustrates the effect of the increase of air flow rate 
on the heat removal capabilities for a constant liquid flow rate 
of 5.1 1/h. The flow conditions are similar to those in Fig. 5; 
however, the surface in this case is prepared using a coarser 
22 fim grit polish. As the air flow rate is increased, for the 
same liquid flow rate of 5.11/h, a thinner liquid film is expected 
on the surface as was explained earlier for the case of Fig. 5. 
Prior to 100°C, due to the subcooled liquid used, forced con
vection and evaporation play an important part as described 
for Fig. 5. At approximately 107°C, the profile shows a sudden 
downturn, leveling off rapidly with a comparatively small slope. 
The maximum heat removal capabilities in this region are 1050, 
930, and 850 W/cm2 for cases 1-3, Table 1, respectively. A 
profile of a section of the surface using polishing paper of grit 
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Fig. 7 Effect of air flow rate, 22 /im grit 
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Fig. 8(a) 22 fim grit surface 
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Roughness description 

25.00 

size less than 22 /jm is shown in Fig. 8(a), and its Fourier 
spectrum is shown in Fig. 8(b) . The rms roughness value is 
1.2 um. 

From Fig. 9(a), we note that the average value of liquid 
film thickness Ay will be greater than 1.2 urn. Thicker liquid 
films will tend to impede vapor escape, and dampen out droplet 
impingement. The higher roughness, when compared to Fig. 
6, implies a thicker film, which leads to: (a) later bubble 
breakup/departure and impeding of vapor escape, (b) in
creased resistance to heat flux via evaporation on film surface 
and within bubble, (c) dampening of droplet impingement. 
It follows that the maximum heat flux for this roughness, at 
the higher air flow rates, will be lower than for the 14 /xm grit 
surface. 

Figure 10 illustrates the effect of increasing air flow rate for 
a far lower liquid flow rate of 1.41/h. The surface in this case 
was prepared with a 14 um grit polish. The droplet sizes de
crease and their velocity increases, the liquid film thinning 
concurrently in cases 8, 7, 6, and 5, respectively. The higher 

Ay 

thickness .is of flat thin film surface 

(a) Rough surface 

Maximum film 
Liquid film follows surface thickness 
contours." 

(b) 
Dearth of coolant in certain 
regions-l e y i u i i s - ^ * 

Fig. 9(a, b, c) Surface evaporation dynamics 
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Roughness 14 pm g r i t 
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Fig. 10 Effect of air flow rate at a coolant flow rate of 1 l/hr 

air flow rates are noted to initiate evaporation and conse
quently an augmentation in heat flux at lower temperatures. 
The slope in the region between 85 and 95 "C lies in the range 
of 25 to 45 W/cm2- °C, the higher air flow rates/thinner liquid 
films producing the greater change. For temperatures greater 
than 100°C, the surface indicates a dearth in liquid and the 
slope drops to 5 W/cm2- °C for all cases. Because of the lower 
liquid flow rate, the heat flux is limited to around 600 W/cm2 

at 110°C. The steam generation rate in this case is not as 
profuse as the case described in Fig. 5. Hence, the film is more 
stable at higher temperatures, blow-off of the liquid film not 
being obvious. 

Figure 11 illustrates the effect of the change of liquid flow 
rate on the heat flux. In this case the air flow rate is held 
constant and the surface was prepared using 22 um grit polish 
(see Fig. 8a, b). From Table 1, for cases 7, 4, and 2, the droplet 
size increases with increasing liquid flow rate. Below 100°C 
the predominant mode of heat removal is by evaporation. The 
maximum slope increases from 25 to 35 W/cm2- °C, when the 
liquid flow rate increases from 1 to 5.1 1/h. On drying out of 
the surface, the slope again drops to about 5 W/cm2- °C, for 
cases 4 and 7. In case 2, Table 1, at 102°C the onset of nu
cleation is recognized by the steep rise in the heat flux. In cases 
4 and 7 no clear distinction is noted between the regions of 
evaporation and the onset of nucleation. A study of the profile 
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Fig. 11 Effect of coolant flow rate, 22 jim grit 
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Fig. 12 Effect of coolant flow rate, 0.3 n<n grit 

of a section of the surface prepared using polishing paper of 
grit size less than 22 /xm, and its Fourier spectrum (Fig. 8a, b) 
shows that the roughness is distributed over the whole wave
length band. This means that roughness cavities of successively 
decreasing size (X) will become active nucleating sites as the 
superheat given by Eq. (1) is increased. Since the temperature 
of the surface is increased gradually, increasingly more sites 
become active, augmenting the heat flux even further, thus 
giving a gradually increasing slope in the heat flux profile until 
incipient conditions for dry out are reached. 

Figure 12 illustrates the effect of coolant flow rate on the 
heat flux, for a surface lapped with 0.3 itm abrasive. Figure 
13 (a, b) show the profile of the surface and the Fourier spec
trum, respectively. The maximum protuberance on a 1000 /Am 
scan (Fig. 13a) is approximately 0.1 tim, which means the liquid 
film thickness will be of the same order of magnitude. The 
heat flux profile follows a steep slope at temperatures well 
below saturation, rising rapidly, and assuming at higher heat 
fluxes a negative slope. This seemingly impossible trend can 

3. 00 4S.O0_i 6 0 . 0 0 7 
X X 1 0 |1II 

Fig. 13(a) 0.3 ^ surface 

T> 00 1. 00 2.00 3.00 4.00 
X Um 

Fig. 13(b) Roughness description 

be explained with reference to Figs. 1 and 9(a, b, c). Because 
of the ultrathin nature of the liquid film, the ability of the 
heat to be transported by conduction through the film and be 
evaporated at the surface is easily verified. The evaporation 
at temperatures below 100°C is possible because of the exist
ence of the secondary air flow field, which reduces the partial 
vapor pressure, thus reducing the saturation temperature. In
itially, the liquid film can be imagined to be a flat film on the 
surface of which evaporation is taking place. Now, as the heat 
flux increases by evaporation, the film thickness decreases. 
This means that the temperature gradient across the liquid film 
increases, augmenting the heat transport further, which man
ifests itself as an increase in slope of the profile. Eventually, 
the film thickness is such that the liquid surface can be con
ceived to begin to follow the surface profile, Fig. 9(b). At 
this juncture the actual area of the curvilinear liquid surface 
has increased (as opposed to the flat surface), which enhances 
the heat flux even further. However, the heat flux prediction 
is based on the plan surface area, which leads to forecasting 
a higher heat flux (Pais, 1987), and it follows, on extrapolation 
using Eq. (4), yields a lower surface temperature. Conse
quently, the profile begins to assume a negative slope. The 
Fourier analysis indicates a surface with uniformly increasing 
cavity sizes of X < 5 /im, the k values being less than 0.001 tim. 
This implies the superheat required for nucleation would be 
greater than 6.5°C. However, if the liquid film thickness is of 
the same order of magnitude as the roughness, then the emerg
ing bubbles will be scoured off the surface before reaching the 
minimum radius given by Eq. (1). This would imply that nu
cleation at superheats less than 6.5 °C is feasible on this surface. 
For temperatures greater than 100°C the profile assumes an 
almost flat profile. Maximum heat fluxes of 1250, 1000, and 
600 W/cm2 were obtained at 100°C for cases 2, 4, and 7, 
respectively. 

Figure 14 contains results for conditions similar to those 
presented in Fig. 12, with the exception that the liquid is pre
heated to about 90°C. In all experiments atomization of the 
liquid is brought about by unheated compressed air exiting 
into the ambient. Hence, when hot water is introduced into 
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Fig. 14 Heat flux at higher coolant temperatures 

the nozzle, flash evaporation will occur, cooling the liquid 
droplets. Temperature measurements presented are taken be
fore the liquid enters the nozzle. The study shows that the 
initial heat flux is much lower in the subcooled region compared 
to Fig. 12; however, in the higher heat flux domain the trend 
and maximum heat fluxes are similar for the higher liquid flow 
rates. This is expected, since the latent heat contribution to 
the heat flux is much higher than that of the sensible heat 
content in the case of water. For the lower flow rate, the small 
droplet sizes and their higher temperatures will cause them to 
flash evaporate within the air flow field, causing a deficiency 
of liquid on the surface and premature dryout. 

The trend of the heat flux with surface temperature followed 
in Figs. 13 and 14 have important advantages. Primarily, the 
steep vertical climb of the heat flux within a 4°C temperature 
band indicates the stability of the heat removal process in 
maintaining the temperature of a system stable within narrow 
limits for large excursions in heat generation. Secondly, as 
stated earlier, the hysteresis in this case is negligible as long 
as the temperature is maintained below conditions of dryout. 

Figure 15 examines the effect of roughness on the heat re
moval capabilities. As the roughness decreases, the maximum 
heat flux removed increases. The surfaces polished with 22 
and 14 ̂ m abrasive have similar trends, though the latter yields 
higher dissipation. However, there exists a definite difference 
between the 0.3 jim abrasive finished surface and the other 
two rougher surfaces. Not only is the heat flux higher, but the 
superheat is very low and, depending on the region, even neg
ative. This is in direct contrast to the trends observed in pool 
boiling (Cole, 1974). 

Uncertainty Analysis 
The heat flux is calculated by using Fourier's law of heat 

conduction across the constantan film to give 

ATCo 
q=kc 

AXr 
(5) 

Here, q is a function of A3" and Ax. Then the uncertainty 
(elemental propagation of errors being taken into account) in 
the value of q obtained using measurements of AT and Ax is 
given by 

^0.00 90.00 100.00 110.00 120. 00 

Surface Temperature C 

Fig. 15 Effect of roughness on heat flux 

[7K V fKAT V 
(6) 

where wT and wx are the uncertainties in the measurement of 
the temperature across and the thickness of the constantan 
film and wq is the uncertainty in the heat flux. When the 
uncertainty is represented as a ratio of 

wg = 100 wq/q (7) 

and an uncertainty analysis is performed using Eqs. (6) and 
(7) over the presented data, it is observed that wq < 10 percent. 
The uncertainty in the surface temperature is wTsurf < 1.6 
percent. 

Conclusions 

Fourier analysis was applied to three rough surfaces prepared 
using polishing grit within the size range of 0.3 to 22 fim. A 
roughness k versus wavelength X spectrum was calculated for 
each of the surfaces. The ability of the surface to dissipate 
heat under conditions of spray cooling using air-atomized noz
zles was studied. Heat flux rates were obtained for three dif
ferent rough surfaces, for liquid flow rates of 1 to 5.1 //h and 
air flow rates of 0.1 to 0.4 / /s . The heat flux increases with 
increase in liquid flow rate and air flow rate. For roughness 
greater than 1 f»m, nucleation plays a major role in the heat 
transfer. However, for films of the order of 0.1 ^m, heat is 
conducted through the film and evaporated on the surface, 
yielding very high heat fluxes of the order of 1200 W/cm2 at 
very low superheats. Spray cooling an ultrathin liquid film on 
a flat surface enhances heat removal from the surface by evap
oration, nucleation being enhanced by early bubble departure. 

The Fourier analysis indicates a distribution of roughness 
elements on the surface, which covers a spectrum of X values. 
However, no roughness element X is noted to be predominant. 
Hence, the temperature of incipience of nucleation is noted to 
change as the different roughness elements become active. 

Further analysis of the roughness size and film thickness 
determination is underway to arrive at a better understanding 
of the phenomenon. 
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Thermal Analysis of Droplet Spray 
Evaporation From a Heated Solid 
Surface 
This paper deals with the heat transfer aspects of droplet spray evaporation from 
a heated solid surface. The analysis is restricted to the low superheat regime, in 
which the impinging droplets stick onto the solid without bubble nucleations. In 
this limit of approximation, the heat flow is quasi-steady and conduction dominated. 
The difficulty arising from droplet thermal interactions is overcome with an ap
proximate model of an evaporating droplet surrounded by a uniform surface heat 
flux. The size of the droplet changes with time, but the effect of the surrounding 
droplets, which are treated as a continuum producing the uniform surface flux, is 
taken into consideration in an average sense. In addition, the analysis also incor
porates the effects of droplet contact angle, droplet concentration, and solid con
ductivity. A transcendental equation has been derived and solved by using the 
Newton-Raphson method to obtain the Nusselt number. 

1 Introduction 
It has been well established that cooling of hot surfaces by 

liquid droplets is an effective process since large heat fluxes 
are involved. Consequently, there are numerous industrial ap
plications of spray cooling of surfaces; examples include spray 
cooling of hot metals in the steel industries, cooling of turbine 
blades, emergency spray cooling of reactors in the nuclear 
power industries, etc. These industrial applications have in turn 
generated considerable interest in the study of droplet spray 
on heated solid surfaces. Bonacina et al. (1979), Grissom and 
Wierum (1981), and Rizza (1981) have conducted a study of 
droplet spray in the low superheat regime. Wachters et al. 
(1966) and Hoogendoorn and den Hond (1974) carried out 
experimental studies covering the film boiling region. Other 
studies in the film boiling region include experimental and 
theoretical studies by Chandra and Avedisian (1988) and Ave-
disian and Koplik (1987). Zhang and Gogos (1991) gave a 
thorough theoretical analysis of a droplet evaporating near a 
solid surface. An experimental study covering the nucleate and 
film boiling regimes was conducted by Yao and Choi (1987). 
Toda (1972,1974) carried out an experimental/theoretical study 
of droplet spray in all the three regimes of superheat. Recently, 
a review article was published by Bolle and Moureau (1982). 
In connection with evaporation of translating droplets, Ayyas-
wamy (1989) gave an extensive review, particularly with regard 
to combustion. 

In this paper, we investigate the heat transfer from a heated 
solid surface to sprays of droplets impinging on the surface. 
In general, sprays have a spectrum of size distribution. How
ever, to make the problem analytically tractable, it is assumed 
that the sprays consist of droplets of the same size. In addition, 
the Weber number of the droplets is sufficiently low that the 
droplets do not disintegrate when they hit the solid surface. 
Instead, after arriving at the surface, they stay there until the 
evaporation is complete. Our analysis is restricted to the low 
superheat regime, and bubble nucleations within the droplets 
are ruled out. Furthermore, we confine our attention only to 
the stage when the droplets are evaporating on the heated 
surface. We also assume that the gaseous region close to the 
solid surface and the evaporating droplets is filled with the 
vapor of the droplet liquid. 

The model employed in the heat transfer analysis consists 
of droplets in the form of a spherical cap evaporating on the 
surface of a semi-infinite solid (see Fig. 1). The droplet contact 
angle is assumed to remain constant as the droplets evaporate. 
While this may somewhat limit the results, it is necessary to 
make this assumption because the general problem of varying 
contact angles is exceedingly complicated. In the low superheat 
regime considered here, the heat flow is conduction dominated, 
and may also be regarded as quasi-steady since the time scale 
of heat diffusion is much shorter than that of evaporation. 
This is owing to the very small Jakob number for liquids such 
as water. In the present case of small AT, we have Ja = (cpA77 
A) « 1. Natural convection can also be neglected because the 
Grashof number is less than 10. Thus, the added effect of 
natural convection is weak. Furthermore, the conduction Nus
selt number is very high, as the analysis shows, and in com
parison convective effects can be neglected. At the solid-liquid 
interface, perfect thermal contact is assumed, and the usual 
conditions of continuity of temperature and heat flux across 
the interface hold. Since the conductivity of vapor is much 
lower than that of solid or liquid, it is reasonable to assume 
that heat diffusion across the solid-vapor or liquid-vapor in
terface is negligible. Thus, the solid-vapor interface is assumed 
to be impervious to heat flow, and all the heat crossing the 
solid-liquid interface diffuses toward the liquid-vapor inter-
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semi-infinite solid 

Fig. 1 A lens-shaped droplet evaporating on the surface of a semi-
infinite solid; the uniform surface heat flux, q0, outside its interface with 
the solid is a macroscopic approximation of the effects of the surround
ing droplets. 
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face, where it is taken up as the latent heat of evaporation. 
Saturation temperature will be assumed for the liquid-vapor 
interface; this assumption is quite reasonable in view of the 
results of Plesset (1952) and Plesset and Prosperetti (1976), 
which state that the temperature of an evaporating liquid sur
face can be approximated with that of the surrounding vapor. 
It should be noted that the assumption of an isothermal liquid-
vapor interface effectively decouples the transport processes 
in the vapor phase from the remaining system. 

As mentioned earlier, the dry region of the surface is assumed 
to be impervious to heat flow. However, in the calculations 
of the heat transfer to a reference droplet, we approximate the 
entire set of droplets on the solid surface surrounding it as a 
continuum producing a uniform heat flux. This uniform flux 
is an unknown quantity to be determined by coupling it with 
the heat flow through the reference droplet. This approximate 
boundary condition emulates the behavior of droplets that may 
choose any location on the solid surface with equal probability. 
Thus, in a time-averaged sense, it is quite reasonable to consider 
a total effect in the form of a uniform flux. The validity is, 
however, restricted to the case of low fractions of wetting. For 
high wetting fractions, the truly random problem involves the 
near-field interactions between discrete droplets. The major 
difficulty with that problem is the calculations of the temper
ature distribution for a large set of arbitrarily placed droplets. 
In addition, the probability function for the spatial distribution 
of droplets on a surface is, in general, not available. 

Of main interest in this study is the calculation of heat 
transfer from the solid to the droplets and the corresponding 
time-averaged heat transfer coefficient, h. In dimensionless 
form, it is given by the Nusselt number, Nu, defined by 

hR0 QoRo 
Nu = ^ = (1.1) 

k} k,AT 

In Eq. (1.1) above, q0 is the average heat flux at the solid 
surface, k/ the thermal conductivity of the liquid, R0 the initial 
base radius of the droplets, and AT the difference between the 
average temperature of the entire solid surface and the tem
perature of the liquid-vapor interface. 

2 Problem Formulation 
We first consider a droplet evaporating on the heated solid 

surface. The overall energy balance can be written as 

goto 

N 
= Q, (2.1) 

where t0 is the lifetime of the droplet, N is the number of 
evaporation sites per unit area of the solid surface, and Q is 
the total energy conducted from the solid into the droplet 
during its lifetime. In Eq. (2.1), q0 and N are time-averaged 
quantities. Here, it is assumed that the number of evaporation 
sites per unit area remains constant. This assumption is implied 
by Eq. (2.1), which, in principle, states that as soon as a droplet 
evaporates completely, another one arrives to take its place in 
the vicinity. Since all the energy conducted into the droplet is 
utilized to evaporate all the liquid, 

Q=A/o,K0, (2.2) 

where V0 is the initial volume of the droplet, pt is the density 
of the droplet liquid, and X is the latent heat of evaporation. 
For a droplet with a constant contact angle $, 

where 

my 

V0 = -RlF(#), 

(1-cos i9)2(2 + cos fl) 
sin3 ;? 

(2.3) 

(2.4) 

and R0 is the initial base radius of the droplet (see Fig. 1). 
Equation (2.1) now becomes 

Goto- --^\p,NRlF(d). (2.5) 

To derive the Nusselt number from Eq. (2.5), we first need 
to calculate t0, which is dependent on q0 and AT. Thus, we 
have to solve the heat transfer problem associated with a drop
let evaporating on the surface of the solid (see Fig. 1). Since 
the heat flow is conduction dominated and quasi-steady, the 
temperature distributions in the solid and liquid, Ts and Th 

satisfy Laplace's equations: 
T2n V z 7 > 0 , (2.6) 

V 2 r , = 0. (2.7) 

At the liquid-vapor interface, the temperature is equal to that 
of the surrounding vapor, i.e., 

T,= T„. (2.8) 

a,« 

e C
P 

F 
h 

Ja 

k 
£ , S 

N 

Nu 

Nu(/) 

<7o 

= integral expressions in Q, 
Eqs. (3.16) and (3.17) 

= defined in Eq. (3.22) 
= specific heat of droplet 

liquid 
= defined in Eq. (2.4) 
= heat transfer coefficient 
= Jakob number, Eq. 

(4.13) 
= thermal conductivity 
= coefficients of eigenfunc-

tion expansions, Eqs. 
(3.8) and (3.9) 

= number of evaporation 
sites per unit area 

= Nusselt number, Eq. 
(1.1) 

= coefficients in the 
asymptotic expansion for 
Nu, Eq. (4.1) 

= average surface heat flux 

R, 

q 

Q 

Q 

Ro 

t 
t* 

to 
T 

T0 

Tv 
A T1 

(±1 
V0 

X 

a 

= heat flux at solid-liquid 
interface 

= rate of heat flow into 
one droplet 

= total heat flow into one 
droplet 

= droplet base radius, ini
tial base radius 

= time 
= dimensionless time, Eq . 

(4.14) 
= lifetime of a droplet 
= temperature distribution 
= average solid surface 

temperature 
= vapor temperature 
= T0-Ttt 

= initial volume of a drop
let 

= distance away from con
tact line into solid 

= thermal diffusivity 

P = 
r = 

Vo = 
d = 
K = 

X = 

£t = 

P = 

Subscripts 
I = 
s = 

defined in Eq. (4.9) 
defined in Eq. (B.4) 
defined in Eq. (3.5) 
contact angle 
time-averaged wetted 
fraction of solid surface 
latent heat of evapora
tion 
liquid-to-solid conductiv
ity ratio 
density 

liquid 
solid 

Coordinate Systems 

(r, 
(€. 
h, 

<t>, 
i\> 

K 

z) = 
0) = 
K = 

cylindrical coordinates 
toroidal coordinates 
metric coefficients, Eqs. 
(3.3) and (3.4) 
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At the solid-liquid interface, 

TS=T,, (2.9) 

ksf^k,^, (2.10) 
dz az 

where ks and k/ are the solid and liquid conductivities, re
spectively. For the region of the solid surface surrounding the 
droplet, we prescribe the boundary condition of constant flux: 

. dTs 

Deep inside the solid, i.e., z -~ °°, 

(2.11) 

T,= T„ + QaZ 

Effectively, Eq. (2.12) states that there is a uniform flux of 
qQ in the far-field region of the solid. Also, it can be easily 
seen that T0 is the average temperature of the entire solid 
surface. The choice of the boundary condition of Eq. (2.11), 
however, needs some elaboration. Since we are dealing with a 
system of multiple droplets evaporating on the solid surface, 
their thermal interactions must , in general, be taken into ac
count when we analyze the heat transfer problem. Tio and 
Sadhal (1991) have set up a model of identical droplets arranged 
in regular arrays, and carried out the analysis of droplet in
teractions for a wide range of droplet concentrations. Their 
results show that for water droplets evaporating on most met
als, droplet interactions through the solid cannot , in general, 
be ignored, except for vanishing droplet concentrations. How
ever, that analytical method cannot be implemented here since 
we are dealing with droplets in random distributions. The 
random case is much more complex and demands solutions to 
a different combination of highly mixed boundary value prob
lems. In fact, for cases of nondilute concentrations, analytical 
methods are yet to be developed to deal with the thermal 
interactions of droplets distributed randomly. When the drop
let under consideration is evaporating, so are its neighboring 
droplets at various stages of evaporation, and heat is contin
uously flowing from the solid into those droplets. In effect, 
the reference droplet sees a continual heat flow leaving the 
solid. Thus , it is reasonable to replace the surrounding droplets 
and their effect on the droplet under consideration with the 
boundary condition in Eq. (2.11). Here , go is the heat flux 
leaving the solid, and thus flowing into the droplets, averaged 
over its entire surface and time [see Eq. (2.1)]. 

Our problem, now, is to find the solution to Eqs. (2.6)-
(2.12), from which the lifetime of the droplet, to, will be cal
culated. Then, the Nusselt number will be calculated using Eq. 
(2.5). These will be carried out in the following section. 

3 So lut ion 

The exact solution to Eqs. (2.6)-(2.12) can be found by using 
the toroidal coordinates (£, i), <£), which are related to the 
cylindrical coordinates (r, <j>, z) in Fig. 1 by the formulas 
(Lebedev, 1972) 

R sinh £ 

cosh £ - cos T; 

R sin r/ 

(3.1) 

(3.2) 
cosh £ — cos 7) 

where 0 < £ < o o , 0 < i 7 < 2 7 r . The metric coefficients are 
given by 

hs = 

n cosh £ - cos -q ' 

R sinh £ 
(3.4) 

cosh £ - cos ij 

In the toroidal coordinate system, the solid surface not wetted 

by the droplet corresponds to ij = 0, while the wetted region 
is identified by r) = -w. The edge of the droplet corresponds 
to £ = oo, and for the z axis £ = 0. The l iquid-vapor interface 
is given by -q = r/0, where 

»)o = 7r + i?. (3.5) 

In Appendix A, the temperature distributions in the droplet 
and solid are found to be 

^ r ~ = - 1 + (2 cosh £ - 2 cos r/)1/2 

X I £ ( T ) sinh (TJO-T) )TP; T _I / 2 (cosh £) dr, (3.6) 

(2.12) Ts-T0 Qoz 

AT ksAT 

-(2 cosh £ - 2 cos r/) S(r) cosh t/rP/T„ 1/2(cosh £)G?T, 

(3.7) 

where P„-\n is the Legendre function of the first kind of 
complex degree, AT = T0 - T„, and 

£(T) = -

sinh 7rr + - — — T cosh TTT sech2 irr 
ks&T 

[tanh 7TT tanh t?r + ^]cosh dr 

2qoR 

S(T) = -

kAT 
T tanh t?T sech 7TT 

[tanh 7TT tanh $ r + /x] 

k, 

(3.8) 

(3.9) 

(3.10) 

The heat flux at the solid^liquid interface is 

q=-ks 

\_dTs 

K By 
kAT , 

= <7o + - i b r ( 2 c o s h £ + 2)3' 

{ Co 

0 

2R 

TS(r)sinh ITTP J T_i / 2(cosh %)dr. (3.11) 

Integrating q over the entire wetted area then yields the rate 
of heat flow conducted into the droplet: 

Q = 2TT \ qlh^^^d^-wR^o + A-wRkAT 

s inh£P i T _ i / 2 ( cosh£) 

''O 

X I TS(T) sinh TTT \ 
JQ •'O (2 cosh £ + 2) ' 

d^dr. (3.12) 

The inner integral in Eq . (3.12) is the zeroth-order Mehler-
Fock transform of the function (2 cosh £ + 2) ~1 / 2 , and is found 
in the textbook of Sneddon (1972) as ( 1 / T sinh irr). Thus , 

Q = TR2qo + 4rRksAT \ §,(T)dT. (3.13) 

Having determined Q, we can now calculate the volume rate 
of evaporation, which is equal to Q/\p/. Fur thermore , the 
volume of the droplet and its base radius are related by the 
formula in Eq . (2.3). Thus , 

dR Q 
7rF(!?)P/ 

dt \pi 
(3.14) 

Substituting Eq. (3.13) into Eq. (3.14) and rearranging, we 
obtain 

dR 
- \p,F{d)R — = qQ(l - 8(B)/? + 4«A:SAT, (3.15) 

at 

where 
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«0*. 
/x sech TCT 

[tanh 7TT tanh # T + ft] 

T tanh # T sech2 -KT 

u0 [tanh 7TT tanh &T + fx] 

From Eq. (3.15), we obtain 

<&(ji, &)--

dr, 

dr. 

(3.16) 

(3.17) 

R 
•dR--

\PlRoF(d) 

R 

R ?0(l-8(B)i? + 4aA:JAr "" <70(1-8(B) 

4ffi , / 1 + (1 - 8ffi)AiNu/4a Y 
In 

~R0 (l-8(B)/xNu \ l + (/?/J?o)(l-8(B)nNu/4a/ 

(3.18) 

When t = t0, R = 0; it follows from Eq. (3.18) that the lifetime 
of the droplet is given by 

k 
\p/RoF(d) 
0O(1-8(B) 

1-
4ffi 

In 1 + 
(l-8(B)/iNu 

(1 - 8(B)AINU "" \ " 4 a 

(3.19) 

With t0 found, we can now proceed to derive an equation 
for the Nusselt number Nu. Substituting Eq. (3.19) into Eq. 
(2.5), we obtain 

1 4a In 1 + 
(1 - 8(B)/tNu KRON. 

(1-8(B). 
(l-8(B)/iNu \ 4tt ) 3 

(3.20) 

In Appendix B, it is shown that the initial base area of the 
droplet is approximately twice the area averaged over t0, i.e., 
TTRO ~ 2TTR2. Noting that the time-averaged wetted fraction 
of the solid surface, K, is equal to irR2N, Eq. (3.20) can be 
rewntte 

where 

n as 

ln(l + CNu) = 

<°.(n ,1 

1 - | ( 1 - 8 ( B ) K 

(1-803)/* 

CNu, 

4a 

(3.21) 

(3.22) 

4 Results and Discussion 

The objective of this paper is to evaluate the Nusselt number 
as a function of the wetted fraction of the heated solid surface. 
We are also interested in the effect of droplet contact angle 
and solid conductivity on heat transfer. First, we evaluate the 
two integrals in Eqs. (3.16) and (3.17) using Simpson's rule. 

In Tables 1 and 2, we tabulate the two integrals Q. and <B, 
respectively, as functions of contact angle and conductivity 
ratio. For a given K, the Nusselt number is then calculated 
from Eq. (3.21) using the Newton-Raphson method with a 
tolerance of 1.0 x 10"7. 

However, before we present the numerical results for the 
Nusselt number, it is worthwhile to discuss the behavior of Nu 
for small values of K and fi. From Eq. (3.21), it is seen that 
Nu = 0 when K = 0. Thus, for small K, we may expand the 
Nusselt number as 

N U ~ N U ( 1 V + NU(2)K2 

+ ... 
Substituting Eq. (4.1) into Eq. (3.21), we obtain 

Nu<» = 
i6a 
3/Ll 

Nu<2> = ^ ( l - i 
27fi 

Thus, 

Nu-
i 6 a 128a 
3/x 21 fi 

8<35)K2 + 0 ( K 3 ) . 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

Inspection of Eqs. (3.9) and (3.17) reveals that the integral (B 
is associated with the thermal effects of the surrounding drop
lets on a reference droplet. Effectively, Eq. (4.4) indicates that 
the Nusselt number consists of a leading term proportional to 
K and other higher-order terms. The leading-order term simply 
states that the average surface heat flux q0 increases as the 
population density of the droplets increases. This leading term 
is, however, augmented by the effects of droplet thermal in
teractions, yielding the total surface heat flux. We can proceed 
further to examine the behavior of Nu for small values of fi. 
When fi — 0, the dominant contributions to the integral in 
Eq. (3.16) take place near T = 0, and we can replace tanh &T 
with (t?/-7r)tanh7TT. Then, the resulting integral can be integrated 
exactly to give the leading approximation as 

(4.5) 

+ 0 
Tfi 

Similarly, we obtain 

8 2r\&) ' '\d 
where 1/8 is the exact value of (B when fi = 0. Then, Eq. (4.4) 
reduces to 

(4.6) 

Nu~J# 
3/x\t? 

9TT\!? 
K+ ... (4.7) 

Table 1 The coefficient a as a function of i? and n 

fi = 0.001 
fi = 0.002 
ft = 0.004 
fi = 0.006 
fi = 0.008 
fi = 0.010 
fi = 0.020 
fi = 0.040 
fi = 0.060 
H = 0.080 
fi = 0.100 
fi = 0.200 
fi = 0.400 
fi = 0.600 
fi = 0.800 
fi = 1.000 

S = TT/12 
0.04980 

0.06777 
0.09084 

0.10686 
0.11932 

0.12958 
0.16409 
0.20052 

0.22129 

0.23524 

0.24541 
0.27236 
0.29150 

0.29931 

0.30358 

0.30628 

t? = x / 6 

0.03621 

0.04983 
0.06782 

0.08068 

0.09093 

0.09953 
0.12974 

0.16433 

0.18568 

0.20086 
0.21243 
0.24580 

0.27273 
0.28482 

0.29178 
0.29632 

t? = 5T/4 

0.02995 
0.04142 

0.05677 

0.06790 

0.07686 
0.08444 

0.11165 

0.14400 
0.16474 

0.17992 

0.19177 
0.22749 
0.25852 

0.27330 

0.28211 

0.28800 

1? = 7 r / 3 

0.02614 

0.03627 

0.04993 

0.05992 

0.06801 

0.07490 

0.09992 

0.13039 

0.15040 

0.16530 
0.17712 
0.21381 

0.24728 

0.26391 

0.27406 

0.28096 

r? = 7r/2 

0.02156 

0.03003 

0.04158 

0.05010 
0.05707 

0.06305 
0.08509 

0.11273 
0.13144 

0.14569 
0.15721 

0.19436 
0.23052 

0.24948 

0.26147 

0.26980 

Table 2 The coefficient (8 as a function of li and 

fi = 0.001 
fi = 0.002 
ft = 0.004 
fi = 0.006 
fi = 0.008 
fi = 0.010 
H = 0.020 
fi = 0.040 
fi = 0.060 
fi = 0.080 
fi = 0.100 
fi = 0.200 
fi = 0.400 
fi = 0.600 
fi = 0.800 
fi = 1.000 

i5 = TT/12 

0.10874 

0.10266 

0.09468 

0.08901 

0.08453 

0.08078 
0.06782 

0.05345 

0.04489 

0.03898 

0.03458 
0.02247 

0.01344 

0.00963 
0.00752 

0.00616 

7? = 7T/6 

0.11326 

0.10873 

0.10264 

0.09821 

0.09464 

0.09161 
0.08070 

0.06770 

0.05936 

0.05327 

0.04853 

0.03435 

0.02225 

0.01659 
0.01326 
0.01105 

iJ = 71-/4 

0.11532 

0.11153 

0.10639 

0.10261 

0.09953 

0.09689 

0.08726 

0.07537 

0.06749 

0.06157 

0.05687 
0.04214 

0.02862 

0.02189 
0.01779 
0.01500 

I? = TT/3 

0.11657 

0.11323 

0.10868 

0.10531 

0.10256 

0.10019 
0.09142 

0.08039 

0.07291 
0.06720 

0.06260 

0.04778 

0.03349 

0.02608 
0.02144 
0.01823 

c 

1? = 7T/2 

0.11806 

0.11528 

0.11146 

0.10861 

0.10626 

0.10422 

0.09660 

0.08675 

0.07989 

0.07455 

0.07016 

0.05552 

0.04049 

0.03226 
0.02692 

0.02315 
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Fig. 2 Nusselt number Nu for a conductivity ratio of ;i = 0.01 

While we derive Eq. (4.7) by first assuming K — 0, the same 
result can also be obtained from Eq. (3.21) without the as
sumption of small K. In other words, Eq. (4.7) is valid as long 
as (ir/u/t3)'/z — 0, even if K is not small. Thus, we see that in 
the calculations of heat transfer, droplet interactions can be 
neglected if n —• 0. However, the Nusselt number becomes 
infinite when /* = 0 since Nu — /J.~W2. We will discuss this in 
greater detail later. 

In Fig. 2, the Nusselt number is plotted versus the wetted 
fraction of the solid surface with iJasa parameter and (x = 
0.01. It is seen that for a fixed K, NU increases as & decreases. 
This is so because droplets with a smaller contact angle are 
thinner, resulting in a greater heat transfer rate from the solid. 
It is also observed that the NU-K relationship is almost linear 
for large contact angles. However, this almost-linear relation
ship breaks down as the contact angle decreases; it indicates 
that droplet thermal interactions become significant at that 
point. 

Figure 3 shows the effect of solid conductivity on the Nusselt 
number. Here, d is chosen to be 7r/4. We see that as the solid 
conductivity increases, so does the heat transfer rate. In par
ticular, when JJ, —• 0, the Nusselt number becomes infinite. The 
reasons are as follows: For a fixed kh we see from Eq. (3.7) 
that the temperature of the solid surface becomes uniform and 
is equal to 7b as /x — 0. On the other hand, the temperature 
of the liquid-vapor interface of a droplet remains at T„. Thus, 
there exists a temperature discontinuity at the edge of the 
droplet, resulting in the infinite rate of heat transfer. It can 
be shown by rigorous mathematical analyses that a temperature 
discontinuity leads to infinite heat flow across the droplet 
(Sadhal and Martin, 1977). While the liquid lens has a finite 
volume, the resistance is theoretically zero when both interfaces 
have isothermal conditions. This is so because the temperature 
discontinuity leads to an infinite heat flux at the edge, and this 
singularity is nonintegrable. Thus, to avoid infinite heat flow 
rates, we must allow the temperature of the solid surface to 
vary in such a way that no temperature discontinuity exists at 
the edge of the droplet. Clearly, this can be achieved only by 
incorporating the solid into the analysis. In view of these, 
analyses based on ks » k/ and excluding solid conductivity, 
which have been quite common, cannot be accepted as rigorous 
models for wetting situations. From Fig. 3, we also see that 
the effect of solid conductivity becomes more significant as 
droplet concentration (or the wetted fraction of the solid sur
face) increases. However, solid conductivity must still be taken 
into consideration even if K — 0 (Sadhal and Plesset, 1979). 

In Fig. 4, we plot the Nusselt number versus /z and !>asa 
parameter and K = 0.5. Here, we see that the effect of solid 
conductivity on heat transfer becomes more significant as the 
contact angle decreases. 
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Fig. 3 Nusselt number Nu for droplets of a contact angle of d = n74 

conductivity ratio, // 

Fig. 4 Nusselt number Nu for the case of K = 0.5 

As it turns out, the heat transfer rate depends significantly 
on the solid conductivity, which partly controls the transition 
in temperature from T„ at the contact line to T0 + QoZ/ks in 
the solid. It is therefore a matter of interest to understand the 
behavior of the temperature field in the solid around the con
tact line region. Since the solid plays a significant role in the 
heat flow, the fundamentals concerning this behavior need to 
be analyzed. For this purpose, we examine the temperature 
field in the solid in the limit of high solid conductivity, i.e., 
Ii — 0. To do so, we follow the analysis of Sadhal (1989) for 
the growing vapor bubble on a solid surface. The development 
is similar and the final result is nearly the same. Therefore, 
we leave out the details and give the temperature field only: 

TS(Z, ri)-T0 ffoZ 1 1/2 
— -j—rz,— (2 cosh $-2cosij) 
AT ksAT IT 

X[Q_1/2(cosh £)-Qp-i/2(cosh $)], (4.8) 

where Q,,(cosh £) represents the Legendre function of the sec
ond kind, and 

K ^ r (4-9> 
This result is valid in the entire solid in the asymptotic limit 

of ft — 0. Strictly speaking, the first term on the right-hand 
side, which is of order nl/2, should not be included in Eq. (4.8) 
since it is correct up to 0(1) only. Nevertheless, we retain this 
term to emphasize that the heat flux is uniform as z — °°. 
Taking further limits toward the contact line (£ ~ °°), we find 
that 
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/R_\ 
<R„J 

Fig. 5 Variations of droplet radius R with respect to time tfor droplets 
with t? = ir/3 and \i = 0.01 

m,^f+Tv+{T0-Tu)(- (4.10) 

where x is the distance in a meridian plane directly away from 
the contact line into the solid. At the contact line, the solid 
temperature is Tv. It quickly changes to T0 + Qoz/ks at small 
distances from the contact line. Of interest here is how deep 
the influence of the contact line temperature penetrates into 
the solid. To estimate this, we calculate the depth x095, at 
which (x/2R)p reaches a value equal to 95 percent. For jx = 
0.01 and d = ir/3, we have 

Xo.95-0 .79# . (4.11) 

This indicates that for solids with large conductivities, the 
depth of influence is only as far as the contact radius R. 
Therefore, the current results are applicable to metallic plates 
that are at least as thick as the droplet radius. For thinner 
plates, there will be a significant effect of the thermal con
ditions at the underside of the plate. 

It would be interesting to see how the droplet radius varies 
as it evaporates. To this end, we make use of the time-versus-
radius relation given in Eq. (3.18). In dimensionless form, 

Ja/* = 
F(d) 

(l-8(B)Nu 
1 - * - 4a 

Ro (1 - 8(B)/tNu 

xln 
1 + (1 - 8(B)AtNu/4fi \ 

1 + (R/RQ)(l - 8ffl)/*Nu/4a / 
(4.12) 

In Eq. (4.12), Ja and t* are the Jakob number and dimen
sionless time, respectively: 

J a - S ^ , 

t=Rl-
For the special case of K = 0, Eq. (4.12) reduces to 

Ja?*L=n =
 n ^ f i 1 - 1 - ^ 

8a 

(4.13) 

(4.14) 

(4.15) 

which does not involve 03 since droplet interactions are non
existent in the limit of K = 0. In Fig. 5, we plot the ratio (R/ 
R0) versus Ja t* for droplets with a contact angle of d = IT/ 
3 and /* = 0.01. It is seen that the lifetime of a droplet decreases 
as K increases. Evidently, this is due to the higher heat flow 
rate into the droplet resulting from the increase in K. 

In the model for heat transfer calculations, we have made 
several assumptions. In particular, the temperature field is 
assumed to be quasi-steady and conduction dominated. The 
assumption of quasi-steady temperature distribution is justi

fiable in view of the fact that the time scale of evaporation is 
much larger than that of heat diffusion. Inside the droplets, 
heat flow may be augmented by liquid motion, which may 
result from buoyancy effect, surface-tension variations along 
the liquid-vapor interface, and evaporation-induced flow. 
However, the contributions to heat transfer by these three types 
of liquid motion are negligible compared to that of conduction, 
and, so, can be excluded. A detail discussion on these as
sumptions has been presented elsewhere (Tio and Sadhal, 1991) 
and, thus, will not be reproduced here. 

5 Conclusion 

We have calculated the Nusselt number for droplet spray 
evaporation from a heated solid surface in the low superheat 
regime. We have also examined the effect of droplet contact 
angle, solid conductivity, and droplet concentration on heat 
transfer. 

We have attempted to include droplet thermal interactions 
in the heat transfer analysis by employing a model of an evap
orating droplet surrounded by a uniform/constant surface heat 
flux. While we give results for wetted area fractions up to K 
= 0.7, the results are rigorously valid only for small K. The 
major challenge of truly dealing with droplets in a random 
spatial distribution and strong close range interactions still 
remains, although the preliminary studies of this type of ran
dom problem have been carried out. The validity of the current 
model is also limited by the constant contact angle assumption, 
which is necessary due to the severe complexity of the general 
problem. Nevertheless, investigations are under way to model 
the case of varying contact angles. 
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[£ ( r ) sinh tfr + SCr) cosh 7rT]P,v_i/2(cosh £)dr 

1 
2 (cosh £ + 2) 1 / 2 ' 

Using the integral expansion of Lebedev (1972), 

1 

(2 cosh £ - 2 cos i?p)1/2 

cosh (ir - r]p)T 

(A. 10) 

-r 
Jn 

COSh 7TT 
2(cosh £)CIT, (A. 11) 

which is valid for 0<r]p<2ir, we conclude from Eq. (A.10) 
that 

sinh dr £ ( r ) + cosh TTT S (T) = 
1 

COSh 7TT 

On the other hand , application of Eq. (A.5) yields 

(A. 12) 

A P P E N D I X A 

Under the coordinate transformation given by Eqs. (3.1) 
and (3.2), Eqs . (2.6) and (2.7) take the form of 

sinh £ d7y d / sinh £ dTs\ d_ I 

d£ \cosh £ - cos TJ d£ / dr) \ 

where 0 < £ < oo, 0 < T; < 7r, and 

d / sinh £ dT\ d_ I 

d£ ycosh £ - cos 1) 3£ J di? \c 

cosh £ - cos TJ drj 

sinh £ dT, 

= 0, 

(A.l) 

= 0, 
d£ \ cosh £ — cos r; 3£ / d-q \ cosh £ — cos 77 d-q) 

(A.2) 

where 0 < £ < o o , ir<r)<r}0. The boundary conditions (2.8)-
(2.12) are transformed into 

V = Vo • T,= Tm (A.3) 

17 = 7T : Ts=Th (A.4) 

3TS dT, 

07) 077 

, 1 dTs 
•q = 0 : ks — — = q0, 

h„ dt] 

( £ , T , ) = ( 0 , 0) : TS=TQ + 
qoR s in 7) 

ks cosh £ - cos 7) 

A convenient form of the solution is (Lebedev, 1972) 

T,-T0 

(A.5) 

(A.6) 

(A.7) 

Tn-T„ 

T,-T0 

l + (2 cosh £ - 2 cos 7)) 

I oo 

=C(T) sinh (i jo- I?)T P , V _ 1 / 2(COS £) G?T, (A.8) 
n • 'O 

<7oZ 

7̂0 - n ks(T0-Tv) 
(2 cosh | - 2 cos 77) 

I oo 

S(T) cosh T)T P,v_1 / 2(cos £) C?T, (A.9) 
0 

where £ and S are two unknown functions. T, and 7^ as given 
in Eqs. (A.8) and (A.9) satisfy the boundary conditions (A.3), 
(A.6), and (A.7). Applying Eq . (A.4), we obtain 

T[/X cosh t?T<£(7-)-sinh 7rTS(T)]P,v^1/2(cosh £) d r 

2ctoR 1 
ks(T0-Tv) (2 cosh £ + 2)m' ( A - 1 3 ) 

Making use of Eq. (A. 11), we conclude from Eq. (A. 13) that 

At cosh dr £ ( r ) - s i n h T T S ( T ) = , ^ ° R
r r . — £ — . 

ks(T0-Tv) cosh TT 
(A. 14) 

Equations (A. 12) and (A. 14) then yield the functions £ and 
S as given in Eqs. (3.8) and (3.9). 

A P P E N D I X B 

The time-averaged base area of a droplet is 

1 r'o 
7 T * 2 ' _ I f 

to Jo 
irR2dt. 

Substitution of Eq. (3.15) into Eq . (B.l) yields 

7T« = 
Jo 

flJ 

^ ( l - S G ^ - M C ^ A r 

(B.l) 

dR. (B.2) 

Integrating Eq. (B.2) and then making use of formula (3.19), 
we obtain 

irR2
0 

_1 
l - - l n ( l + r) 

where 

r= 
(1 - 8(B)/xNu 

4(2 

(B.3) 

(B.4) 

Since the expression for f, Eq . (B.4), contains the initial radius 
Rn, we can, in principle, solve Eq . (B.3) for ITRQ in terms of 
irR2. However, this is impractical. Instead, we will first estimate 
the magnitude of f. For small jx, G, ~ (ir/i/!?)1 /2/2, (1 - 8(B) 
~ 4(irix/d)l/2/ir, and ,iNu ~ 8K (7T/x/t?)1/2/3. Thus , f « 1, 
and we can expand the right-hand side of Eq . (B.3) asymp
totically in terms of f. This results in 

£ - ; • « » • (B.5) 
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Thickness-Dependent Radiative 
Properties of Y-Ba-Cu-O Thin 
ilms 

Some applications of high-temperature superconductors where their radiative be
havior is important, such as bolometers, optically triggered switches and gates, and 
space-cooled electronics, require the superconductor to be in the form of a very thin 
film whose radiative properties cannot be adequately represented by a semi-infinite 
analysis. Two properties of particular importance are the film absorptance and the 
combined film/substrate absorptance, which are crucial to the operation of many 
devices. Here, calculations of the spectral, normal-incidence absorptance of super
conducting-state Y-Ba-Cu-O films on MgO substrates suggest that a decrease in 
the film thickness often leads to an increase in both the film and the film/substrate 
absorptance. Furthermore, both can exhibit a maximum at some optimal value of 
film thickness. Room-temperature experiments verify the qualitative features of the 
spectral film/substrate absorptance, indicating the assumption that the film is a 
smooth, continuous slab with a refractive index equal to that of well-aligned bulk 
Y-Ba-Cu-O is valid, at least in the normal state and for films as thin as 35 nm. 

Introduction 
The initial applications of high-temperature superconduc

tors (HTSC) are likely to be in the form of electronic devices 
constructed from thin films. Superconducting bolometers fab
ricated from HTSC will enable more sensitive far-infrared 
radiation detection at liquid-nitrogen temperature than is cur
rently achievable, and will therefore be one of the first major 
applications of HTSC (Richards et al., 1989). Other applica
tions include superconducting radiation shielding (Zeller, 1990), 
which will improve the effectiveness of cryogenic insulation, 
an optically triggered opening switch capable of supporting 
large electrical currents (Francavilla et al., 1989), a rapid logic 
gate that operates in a manner similar to the opening switch 
(Wautelet, 1987), and possibly various hybrid electronic cir
cuits consisting of both superconducting and semiconducting 
elements. 

The operation of some devices, such as bolometers, radiation 
shields, and space-based electronics, depends significantly on 
thermal radiation. Radiation absorption is crucial to the op
eration of superconducting bolometers and optically triggered 
switches and logic gates. Superconducting radiation shielding 
is attractive because of the nearly perfect reflectance exhibited 
by relatively thick, well-aligned superconductors in the far-
infrared. Furthermore, space-based 77-K electronics can con
ceivably be cooled solely through radiation to the space en
vironment. 

Previous analyses of the thermal radiative properties of Y-
Ba-Cu-O films (Phelan et al., 1990, 1991) concentrated ex
clusively on relatively thick films where the substrate beneath 
the film and the film thickness have little or no effect on the 
radiative properties. This approach is justified for films of 
thicknesses much greater than the radiation penetration depth. 
In the applications mentioned above, however, and perhaps 
in other electronic devices that require their total volume to 
be minimized, very thin films are employed. The sensitivity of 
a bolometer increases as its heat capacity is reduced; a decrease 
in the film thickness, thereby reducing the film volume, lowers 

'Present address: Tokyo Institute of Technology, Department of Mechanical 
Engineering Science, 2-12-1 Ohokayama, Meguro-ku, Tokyo 152 Japan. 

Contributed by the Heat Transfer Division and presented at the 3rd ASME/ 
JSME Joint Thermal Engineering Conference, Reno, Nevada, March 17-22, 
1991. Manuscript received by the Heat Transfer Division November 30, 1990; 
revision received July 1, 1991. Keywords: Cryogenics, Radiation. 

the heat capacity of the device. Similar reasoning applies to 
the optically triggered switch and logic gate, which rely on the 
temperature increase in the film due to the incident optical 
signal to change from a superconducting to a nonsupercon-
ducting state. The "semi-infinite" analysis must fail in these 
situations. 

Relatively few studies concerning the thickness-dependent 
radiative properties of thin-film HTSC have been performed. 
Bozovic et al. (1987) examined the room-temperature reflec
tance, p, and film/substrate transmittance, T, of Y-Ba-Cu-O 
films on SrTi03 substrates as functions of wavelength, A. Their 
samples ranged from 90 to 1000 nm in thickness. Their meas
ured transmittance through the film and substrate, as expected, 
increased as the film thickness, d, decreased, and the reflec
tance increased with increasing d, in agreement with the results 
presented here. They did not, however, discuss the role d plays 
with regard to radiative behavior, nor was the film absorptance 
mentioned, along with any possible substrate effects. Fur
thermore, the substrate thickness was unspecified. 

More recently, Flik et al. (1990) examined the dependence 
of the normal-state film emittance on the film thickness. Their 
study focused on the deposition process of a thin-film super
conductor, and thus they were concerned with temperatures 
near 1000 K. Their calculations indicated that the film thickness 
has a great effect on the emittance for film thicknesses less 
than about 300 nm. In this study, however, the emittance and 
structure of the films were not directly measured or observed, 
and the calculations were carried out only for sputtering tem
peratures. 

Further investigation of the thickness-dependent radiative 
properties of thin-film HTSC is in order, especially the su
perconducting-state radiative behavior. An especially impor
tant property is the spectral, normal-incidence film absorptance 
a, which is a property essential to many thermal analyses of 
thin-film devices. In this paper the results of an analytical and 
experimental investigation of the radiative properties of thin-
film Y-Ba-Cu-O are reported. The films are sufficiently thin 
so that both their thickness and the substrate material must 
be taken into account. Both a and the spectral, normal-inci
dence combined film/substrate absorptance ac are calculated 
for various temperatures in the superconducting state, using 
the electromagnetic relations appropriate for two adjacent, 
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continuous slabs bordered by semi-infinite media. The super
conducting-state radiative properties are calculated using an 
approximate form (Phelan et al., 1991) of the Mattis-Bardeen 
theory (Mattis and Bardeen, 1958). It is determined that a 
decrease in d usually brings about an increase in a until some 
optimum d is reached, after which a decreases with decreasing 
d. This result cannot be predicted from the approximate geo
metric optics relations, which neglect interference effects. The 
validity of employing a thin-film optics analysis in conjunction 
with bulk refractive indices is, qualitatively verified, at least in 
the normal state and for films thicker than 35 nm, by com
paring normal-state, room-temperature analytical results with 
experimental data. 

Analytical Model 
The radiative behavior of the film/substrate system can be 

calculated using the electromagnetic theory relations for a sys
tem composed of two adjacent, continuous slabs bordered by 
semi-infinite media on each side. The incident radiation is 
assumed to be normal to the plane of the thin film. The complex 
amplitudes of the reflected and transmitted electric fields, along 
with the amplitudes of the electric fields inside the film and 
the substrate, are derived by the matrix method given by Heav
ens (1965). The combined film/substrate absorptance ac is 
calculated by subtracting the sum of the reflectance, p, and 
transmittance through the rear of the substrate, T, from one. 
Formulae for p and T are given by Heavens (1965). The authors, 
however, could not locate an explicit expression for the film 
absorptance a, and thus an appropriate expression had to be 
derived. 

The film absorptance is calculated in a manner completely 
analogous to the calculation of the combined film/substrate 
absorptance. That is, a is given by 

a=l-p-Tf (1) 

where 77 is the transmittance through the film and into the 
substrate. The quantity 77 is determined from the ratio of the 
amplitude of the time-averaged Poynting vector at the film/ 
substrate interface, to the amplitude of the incident Poynting 
vector: 

77=— Re 
n„ 

Et\ (iwdN\ r Et exp 
iwdN\ 

•Nf 
E+

n 
exp -

ioodN, 

%) 6 X P ( + 

'1\ 
c ) 
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(2) 
where n0 is the real part of the complex refractive index of the 

incident medium, / is V—T, c the speed of light in vacuum, o> 
= 2irc/\ the angular frequency of the incident electric field 
in vacuum, Nf = «/• + K/i the complex refractive index of the 
film, and Ef ,Ef, and Et the complex electric field amplitudes, 
at the first interface between the incident semi-infinite medium 
and the film, traveling in the positive direction inside the film, 
in the negative direction inside the film, and in the positive 
direction in the incident medium, respectively. The quantities 
Ef , EJ, and Et are equal to E\ , E\ , and Et, respectively, 
given by Heavens (1965), along with the stated positive and 
negative directions. Equation (2) assumes exp( —JW) depend
ence on time /. The electric field amplitudes are functions of 
d, N/, X, the substrate thickness ds, and the refractive indices 
of the incident and transmitted semi-infinite media and of the 
substrate. An asterisk (*) denotes the complex conjugate, and 
"Re" represents the real part. 

Refractive Indices. The refractive indices of the film, sub
strate, incident medium, and the transmitted region behind the 
substrate are all required for calculating a and ac. Here, both 
the incident semi-infinite region and the semi-infinite region 
behind the substrate are assumed to be vacuum. This is ap
propriate especially for the bolometer application, where it is 
desired to isolate the bolometer thermally to maximize its tem
perature response (Newhouse, 1964). 

For the Y-Ba-Cu-O film in its superconducting state, the 
refractive index Nf, appropriate for an incident electric field 
vector parallel to the ab plane, is determined from approximate 
fits (Phelan et al., 1991) to the Mattis-Bardeen (MB) theory 
of the superconducting-state electrical conductivity (Mattis and 
Bardeen, 1958). A complete discussion of the applicability of 
the MB theory to high-temperature superconductors is given 
by Phelan et al. (1991). The MB theory was demonstrated to 
predict reasonably the near-normal reflectance of an epitaxial 
Y-Ba-Cu-O film over the entire superconducting temperature 
range, and for wavelengths longer than about 10 nm. Fur
thermore, the error engendered by using the approximate 
expressions for the MB theory was shown to be less than 0.2 
percent when calculating the normal-incidence reflectance 
(Phelan et al., 1991). 

The MB theory should be applicable provided the film thick
ness is larger than the superconducting coherence length, which 
for Y-Ba-Cu-O is approximately 2 nm (Cava et al., 1987). 
Three inputs are required: the energy gap parameter A, the 
critical temperature Tc, and the direct-current electrical resis
tivity rdc. The energy gap parameter A is taken to be 3.52, the 
value obtained from the weak-coupling form of the Bardeen-
Cooper-Schrieffer (BCS) theory, and the critical temperature 
is assumed to be 91 K, which is typical for high-quality Y-Ba-

N o m e n c l a t u r e • 

A = energy gap parameter ac = 
c = speed of light in vacuum = 

2.998 x l 0 8 m s ~ ' 
d = film thickness, nm 5 = 
E - electric field vector, V m~' 

n = real part of the complex refrac
tive index X = 

N = complex refractive index = n + 
Ki \ = 

Ne = electron number density, m 3 

rdc = direct-current electrical resistiv- p = 
ity, fim 

Re = real part T = 
T = temperature, K 

Tc = critical temperature, K 

spectral, normal-incidence film 
absorptance = 1 - p - 77 
spectral, normal-incidence com
bined film/substrate absorp
tance = l-p—T 
electromagnetic power penetra
tion depth in the film, m 
imaginary part of the complex 
refractive index 
radiation wavelength in vac
u u m , jXVCi 

radiation wavelength corre
sponding to the energy gap, fim 
specular, spectral, normal-inci
dence reflectance 
spectral, normal-incidence 
transmittance through the back 
of the substrate 

Tf = spectral, normal-incidence 
transmittance through the film 
and into the substrate 

to = radiation angular frequency in 
vacuum, rad s" -1 

Subscripts 
c = combined film and substrate 
/ = film 
o = incident medium 
s = substrate 

Superscripts 
+ = positive direction 
- = negative direction 
* = complex conjugate 
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WAVELENGTH (um) 

Fig. 1 Calculated normal-incidence film absorptance of supercon
ducting Y-Ba-Cu-0 on an MgO substrate, as a function of irradiation 
wavelength 

Cu-O films. As discussed by Phelan et al. (1991), A is not 
known precisely for high-temperature superconductors. Later 
in this report, the results of further calculations performed for 
A = 7.0 are described. 

The normal-state electrical resistivity is assumed to obey the 
function 

/•rfc = (2.87xKT8)r (3) 

where rdc is in [fi-m] and the temperature, T, is in [K]. Equation 
(3) is assumed to apply for all Y-Ba-Cu-O films, regardless 
of the film thickness. Its value at room temperature corre
sponds to an average from several studies (Phelan et al., 1990), 
and extrapolation of rdc down to zero at 0 K has been noted 
in at least one study of Y-Ba-Cu-O films (Roas et al., 1988). 
Equation (3) is meant to serve as an approximate function that 
generally represents epitaxial Y-Ba-Cu-O thin films. 

For small film thicknesses comparable to the electron mean 
free path, rdc becomes a function of d. The estimated electron 
mean free path for the temperatures considered here is less 
than 10 nm (Phelan et al., 1991), so Eq. (3) should be most 
accurate for films thicker than this. The normal-state electrical 
conductivity required by the Mattis-Bardeen theory is assumed 
to be the inverse of the electrical resistivity, and so a change 
in rdc will affect the value of the predicted refractive index. In 
this study, however, any influence of the film thickness on rdc 
is neglected. 

For the Y-Ba-Cu-O film in its normal state, the room-
temperature Drude theory reported in a previous study (Phelan 
et al., 1990) is employed. The Drude theory was demonstrated 
to describe accurately the far-infrared, normal-state, normal-
incidence reflectance of Y-Ba-Cu-O single crystals and epi
taxial films. The necessary input parameters, the electrical 
resistivity rdc and electron number density Ne, are taken to be 
the average room-temperature values given earlier (Phelan et 
al., 1990): rdc = 8.6xl0"6 fl-m and Ne = 7.4xl027 m"3. 
Although this value of rdc is assumed to hold for films of all 
thicknesses, again it may becomes inaccurate for very thin films 
where rdc becomes a function of film thickness. 

The refractive index of the MgO substrate, Ns = ns + KJ, 
is conveniently given by Lorentz-type oscillator fits to reflec
tance data (Jasperse et al., 1966). They measured the reflec
tance of single-crystal MgO samples over the spectral region 
12.5 fim < X < 50 fim, and for temperatures ranging from 8 
K to 1950 K. Values of the oscillator formula coefficients at 
the desired temperatures are determined by interpolating be
tween the temperatures reported by Jasperse et al. (1966). 

Superconducting-State Calculations 
Both the absorptance of the film, and that of the film/ 

substrate combination, are of interest. In general, it is desired 
to maximize the absorptance in order to increase sensitivity. 
In applications where a fast response is required, such as in 

o.o ' - - ^ . . r • • . i • • . — ' . , , , i 
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Fig. 2 Calculated normal-incidence film absorptance of a varying-thick-
ness, superconducting Y-Ba-Cu-O film on an MgO substrate 
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Fig. 3 Calculated normal-incidence film absorptance of a varying thick
ness, superconducting Y-Ba-Cu-O film on an MgO substrate. The cal
culation parameters are T = 77 K, Tc = 91 K, A = 3.52, X = 50 fim, and 
ds = 0.5 mm. 

optically triggered switches and gates, and very fast bolome
ters, the film absorptance is more crucial than the combined 
film/substrate absorptance. This is due to the fact that it takes 
much less time to heat up and cool down the film, i.e., the 
thermal time scale of the film is short compared to the thermal 
time scale of the film/substrate combination. For this simple 
type of configuration, the film/substrate thermal time scale is 
estimated to be on the order of 1 ms (Forrester et al., 1988), 
whereas that of the film itself is on the order of 1 ns (Flik et 
al., 1990). At least one design, however, has been proposed 
that may significantly decrease the film/substrate thermal time 
scale (Hu and Richards, 1989). 

In this section, the results of calculations of both a and ac 
are presented. The Y-Ba-Cu-O film is in the superconducting 
state. The parameters varied in the calculations include irra
diation wavelength, film thickness, and temperature. 

Film Absorptance. The calculated normal-incidence film 
absorptance, as a function of wavelength, is given in Fig. 1. 
The film temperature is 77 K, and the film thickness is varied 
between 10 nm and infinity, i.e., a semi-infinite medium. The 
predominant structures in the spectra, namely the peak at X 
« 14 fim, the minimum at X ~ 25 /on, and the interference 
fringes occurring for X > 35 ̂ m, are due in large part to the 
radiative properties of the MgO substrate. The peak at X = 
14 fim comes about because of a local maximum in the re
flectance at the film/substrate interface (giving a greater film 
absorptance) resulting from the relative magnitudes of A^ and 
Ns at that wavelength. Around X = 25 nm, both the real and 
the imaginary parts of Ns are much higher than at shorter or 
longer wavelengths, and actually reach values slightly greater 
than those of N/. Since Nf and Ns are of the same magnitude, 
here little reflectance occurs at the film/substrate interface, 
leading to the observed decreased film absorptance. Finally, 
the interference fringes appearing at long wavelengths result 
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from wave interference within the substrate. For long wave
lengths, the substrate penetration depth 5S = \/(4TTKS) becomes 
the same order as the substrate thickness ds, making it possible 
for interference fringes to appear. The spacing of the observed 
peaks occurs for changes in the parameter n^ds/\ of 0.5, as 
expected for substrate wave interference. 

The absorptance of the semi-infinite Y-Ba-Cu-O medium, 
on the other hand, shows no particular structures and decreases 
smoothly with increasing wavelength. This is to be expected 
since the wavelength corresponding to the energy gap, \g, which 
at 77 K is about 69 /un, is not within the calculated spectrum, 
and therefore no features related to the energy gap are present. 

Figure 2 presents the calculated film absorptance, as a func
tion of film thickness, at T = 11 K and for several repre
sentative wavelengths. The film absorptance is a strong function 
of d, especially for X = 13 /xm. The X = 13 /tm, X = 38 /xm, 
and X = 50 xtm curves display a maximum in the film ab
sorptance. The magnitudes of the peaks, for each given wave
length, are determined to large extent by the substrate refractive 
index, as discussed for Fig. 1. The X = 25 fun curve has no 
peak since at that wavelength the film absorptance is relatively 
independent of film thickness (Fig. 1). 

The effect of varying temperature on the film absorptance 
is given in Fig. 3. The calculations are performed for X = 50 
/tm and for temperatures ranging from 20 K to 90 K. Ab
sorptance peaks occur for all temperatures. The drastic de
crease in film absorptance with temperature occurs primarily 
because of the changes in Nj-, and to a much lesser extent on 
the changes in Ns. The absorptance of the superconducting 
film, for wavelengths longer than \g, comes about only because 
of the presence of normal-state electrons. For wavelengths 
shorter than \g, both the superconducting Cooper pairs and 
the normal-state electrons contribute to the absorption process. 
Thus, the reason the calculated absorptance at 20 K and 40 K 
is much lower than at higher temperatures is that the wave
length, 50 /mi, is longer than Xg, which is about 46 /tm for T 
= 40 K, and 45 /xm for T = 20 K. In comparison, \g is about 
52 /xm for 60 K, 69 /xm for 77 K, and 236 /xm for 90 K. 

Varying the substrate thickness has little effect on the mag
nitude of the film absorptance. Provided the penetration depth 
in the substrate is sufficiently longer than the substrate thick
ness, changing the substrate thickness introduces interference 
characteristics in the absorptance curve, but otherwise does 
not significantly increase or decrease the film absorptance. For 
cases where the substrate penetration depth is less than the 
substrate thickness, changing the substrate thickness has al
most no effect on the film absorptance. 

The most striking features of Figs. 2 and 3 are the maxima 
observed in the film absorptance versus film thickness curves. 
This has been noted before (Armaly and Tien, 1970), and is 
not surprising since the films are very thin compared to the 
irradiation wavelengths. Earlier calculations (Born and Wolf, 
1980) indicated that when the optical thickness, defined as nyd, 
is less than a quarter wavelength, the reflectance tends to de
crease with decreasing d, while on the other hand the trans-
mittance through the film and into the substrate tends to 
increase with decreasing d. The film absorptance is 1 — p — 
T/, and hence it should be maximum at some optimum value 
of film thickness. The two figures show that this is indeed 
what occurs. Thus, in any application where it is desired to 
maximize the film absorptance, the film thickness should be 
chosen as near to the optimum value as possible. 

The absorptance maximum is due to interference. If the 
approximate geometric optics relations, which neglect inter
ference and are based on intensity superposition, are used to 
calculate the thickness-dependent reflectance of a thin film, a 
reflectance that increases with decreasing film thickness results. 
On the other hand, the film transmittance increases with de
creasing film thickness even if interference is not considered. 
In short, calculations of the film absorptance for films whose 

optical thickness is less than a quarter wavelength require the 
complete thin-film electromagnetic relations. The approximate 
geometric optics formulae are inadequate in such cases. 

For the parameters used in these calculations, the maximum 
absorptance occurs for film thicknesses between 10 and 35 nm. 
Earlier studies have indicated that the superconducting prop
erties of very thin Y-Ba-Cu-0 films can be degraded (Ven
katesan et al., 1989; Xi et al., 1989). One study (Venkatesan 
et al., 1989) reported that both Tc and the critical current 
density of pulsed-laser-deposited Y-Ba-Cu-O films on SrTi03 

substrates deteriorated rapidly for d < 30 nm, and that a 5-
nm-thick film exhibited metallic, but not superconducting, 
features. Similar behavior was observed in another investi
gation (Xi et al., 1989), in which Y-Ba-Cu-O films were de
posited on both SrTi03 and MgO substrates by inverted 
cylindrical magnetron sputtering. They found that supercon
ductivity could be observed in films as thin as 3 nm (SrTi03 

substrates) and 6 nm (MgO substrates), although with dimin
ished Tc. A recent study (Streiffer et al., 1991) stated that in 
general, Tc decreases and the width of the resistance transition 
increases for d < 10 nm. Thus, a more detailed theory of the 
thickness-dependent radiative properties would need to take 
into account the effects of film thickness on superconducting 
behavior. 

Another important aspect is that the minimum film thickness 
for which the film can be assumed to be a perfect, continuous 
slab is not known. An earlier study on evaporated metal films 
suggested that the minimum film thickness for which the theory 
was applicable was about 20 nm (Sennett and Scott, 1950). 
Below this thickness, the radiative properties and behavior of 
the films were calculated by assuming the films to consist of 
an aggregated structure, where small spheres of the metal are 
randomly distributed in a dielectric matrix (Sennett and Scott, 
1950). A similar procedure can perhaps be applied to Y-Ba-
Cu-O films, but experimental data on the structure and ra
diative behavior of very thin Y-Ba-Cu-O films are first nec
essary to establish such a theory. Some room-temperature data 
are given later in this report, but the accuracy of the experi
ments was not sufficient for such a detailed examination. 

The qualitative features of Figs. 1-3, and especially of the 
peaks in Figs. 2 and 3, are relatively independent of the input 
parameters A and Tc of the MB theory. For example, A was 
taken to be 7.0 rather than 3.52, and Tc was chosen to be 80 
K instead of 91 K. These changes yielded almost no perceptible 
difference in the 77 K, X = 13 /xm a curve of Fig. 2, and only 
slightly increased the other curves. A change in the temperature 
function for rdc (Eq. (3)), however, can shift the maxima in 
Fig. 2 to substantially different optimum film thicknesses; a 
lower value of rdc pushes the maxima toward smaller film 
thicknesses. Thus, at present it is difficult to predict in general 
the optimum film thickness for maximum absorptance without 
performing these calculations using appropriate values of the 
input parameters A, Tc, rdc, and Ns. 

Figures 1-3 suggest that fast-response high-rc supercon
ducting bolometers need not suffer from the nearly perfect 
reflectance exhibited by relatively thick superconducting films 
and single crystals. Finite-thickness films can have absorp-
tances much higher than semi-infinite media. The result is that 
an uncoated Y-Ba-Cu-O film, which has a relatively low heat 
capacity, may be competitive with a Y-Ba-Cu-O film coated 
with an optical absorber, which adds its heat capacity to that 
of the superconducting film and thus slows its response and 
decreases the voltage output. 

A previous investigation of low-temperature superconduct
ing bolometers (Clarke et al., 1977) examined bolometers in 
which the absorbing film (in this case not the superconducting 
film) was located behind the substrate, that is, the incident 
radiation struck the substrate first. Following this lead, some 
calculations were performed where the locations of the film 
and substrate were reversed. The results indicate that for long 
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Fig. 4 Calculated normal-incidence combined film/substrate absorp-
tance of a varying-thickness, superconducting Y-Ba-Cu-0 film on an 
MgO substrate 

wavelengths where 5S is the same order as ds, the magnitude 
of the peak a can be slightly less or slightly more than when 
the film is in front of the substrate, but that the optimum film 
thickness does not change. For short wavelengths where 5S is 
much less than ds, as expected the film absorptance is very 
low. 

A few calculations were also performed for short-wavelength 
irradiation that is more representative of laser wavelengths, 
which would probably be used in the optically triggered switch 
and gate applications. For the HeNe wavelength of 0.63 /xm, 
the refractive index of Y-Ba-Cu-O is approximately N/ = 1.8 
+ 0.3; (Schlesinger et al., 1987; Wang et al., 1987; Kamaras 
et al., 1989), is relatively independent of temperature (Kamaras 
et al., 1989), and thus applies for both the superconducting 
and normal states. For MgO, the refractive index is approx
imate ly^ = 1.7 + (1.7xlO~6)i(Bohren and Huffman, 1983), 
and is also independent of temperature (Touloukian and 
DeWitt, 1972). The calculated results, however, at this wave
length, using these values of Ns and Nj, and taking the substrate 
thickness to be 0.5 mm, revealed no maximum in the film 
absorptance for values of d down to d = 1 nm. The film 
absorptance increased as the film thickness increased, sug
gesting that for short wavelengths the optimum film thickness 
has to be chosen considering both the film heat capacity and 
its absorptance. Similar results were obtained for X = 1.06 
/nm, and for the situation discussed above where the film is 
placed behind the substrate. 

Film/Substrate Absorptance. Figure 4 shows the combined 
film/substrate absorptance as a function of film thickness, for 
a fixed substrate thickness of 0.2 mm. Peaks in the absorptance 
curve appear for X = 13 itm and X = 50 /xm, whereas for the 
other two curves ac decreases as d increases. The absorptance 
peak occurs for X = 50 iim because the penetration depth in 
the substrate, 5S, is about 0.5 mm and is much longer than at 
other wavelengths, thus allowing sufficient transmittance to 
yield a peak in ac, as per the above discussion of the maximum 
film absorptance. The observed peak for X = 13 /xm at d = 
2 nm, however, cannot be due to this mechanism, since here 
bs is only about 33 (tm. For this wavelength, the reflectance 
exhibits a local minimum at d = 2 nm, leading to the peak in 
a. The physical mechanism behind this peak is not clear. 

Increasing the substrate thickness can increase the combined 
film/substrate absorptance, provided 8S is the same order as 
ds. Similar to the film absorptance results, in this situation 
interference ripples are also introduced into the absorptance 
curves, but no distinct maxima can be seen. 

Finally, placing the film behind the substrate can lead to 
results very different from those when the film is in front of 
the substrate, as indicated in Fig. 5. A maximum is again seen 
for X = 50 /im, and is somewhat higher than before. The X 
= 13 /xm and X = 25 tim absorptances are nearly independent 
of film thickness. More striking, however, is that the trend 

displayed by the X = 38 /xm curve is the opposite of that in 
Fig. 4: ac increases with increasing d. Except for X = 13 itm, 
the maximum ac is greater when the film is behind the substrate. 
This characteristic suggests that for applications where it is 
desired to maximize the combined film/substrate absorptance, 
it is beneficial to place the substrate between the film and the 
incident radiation. 

Room-Temperature Experiments 
A short series of room-temperature reflectance and trans

mittance experiments, from which the film/substrate absorp
tance can be determined, was carried out in order to investigate 
the validity of the present theoretical approach. The tests were 
conducted to determine whether thin-film optics, meaning the 
electromagnetic theory of Eqs. (1) and (2), which assumes the 
film and substrate to be two perfect, continuous slabs, are 
applicable to Y-Ba-Cu-O films. Furthermore, it was desired 
to test the validity of applying the refractive index of relatively 
thick, epitaxial, and nontransparent Y-Ba-Cu-O films or sin
gle crystals, to the very thin films examined here. Due to some 
experimental difficulties, the number of samples was limited 
to only two films, and thus the experimental results are not 
conclusive. Still, a comparison between the experimental data 
and the theoretical results is useful, and is presented below. 

Samples. The experiments were performed on two Y-Ba-
Cu-O thin films deposited on 1 cm X 1 cm X 0.5-mm-thick 
single-crystal MgO substrates. The film thicknesses were 35 
nm and 75 nm, with a measurement error of ±5 nm. The in 
situ deposition was carried out by laser evaporation deposition, 
and the substrate was maintained at an approximate temper
ature of 920 K. The films were not deposited in-house—they 
were supplied through the courtesy of Professor H.S. Kwok 
and his student, Q. Y. Ying, at SUNY Buffalo. Full details of 
the deposition procedure are given elsewhere (Kwok et al., 
1988; Ying et al., 1989). The films appeared shiny and black, 
with the thinner film being noticeably more transparent than 
the thicker film. The critical temperatures of both films were 
greater than 80 K. 

A mechanical profilometer scan of one of the films revealed 
the surface to be relatively smooth. The surface features were 
generally much less than 1 pm in size. For the wavelengths 
considered here (X > 2 /xm), the amount of diffuse reflection 
should be small. 

Apparatus. A Nicolet 740 Fourier Transform Infrared 
(FTIR) spectrometer was employed for measuring the near-
normal specular reflectance and the normal transmittance. The 
results reported here were taken at a resolution of 4 cm - 1 . 
The transmittance measurements required no special accessory 
other than that already supplied with the spectrometer. On the 
other hand, for the reflectance measurements, a mirror ac
cessory purchased from Harrick Scientific Corporation of Os-
sining, NY, was utilized. The approximate incidence angle was 
11 deg from normal. 

Procedure. The transmittance measurements were con
ducted employing typical FTIR procedure. The width of the 
optical beam was less than 7 mm. The incidence angle was 
approximately zero degrees. The transmittance measurements 
were performed twice for each sample: once with the mid-
infrared beam splitter and detector in place, which were used 
for 2 /tm < X < 25 /xm, and once with the far-infrared beam 
splitter and detector, which allowed measurement for 16 /tm 
< X < 200 /xm. In the overlapping region from 16 /xm to 25 
/xm, the two spectra were averaged to give a single curve from 
2 /xm to 200 /xm, with possible small kinks in the curve ap
pearing at X = 16 /xm and X = 25 /xm. The difference between 
the two sets of data in the overlapping region was less than 
10 percent. 
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Fig. 5 Calculated normal-incidence combined film/substrate absorp-
tance of a varying-thickness, superconducting Y-Ba-Cu-0 film on an 
MgO substrate, in which the film is located behind the substrate 

The reflectance measurements were slightly more difficult 
and more susceptible to error, and thus a total of four spectra 
were recorded for each sample: two in the mid-infrared, and 
two in the far-infrared. The two mid-infrared spectra were 
averaged to give a single mid-infrared curve; the same pro
cedure was applied to the far-infrared spectra. As was the case 
for the transmittance data, the resulting average curves were 
again averaged in the overlapping wavelength region between 
the mid- and far-infrared, and again the difference between 
the two sets of data was less than 10 percent. 

A reflectance measurement was initiated by measuring the 
spectrum of a 1 cm2 aluminized-glass mirror, which has an 
estimated reflectance of about 97 percent. After this initial 
measurement, the mirror was replaced by the sample, which 
was mounted directly on the dark plastic mirror holder. The 
reflectance of the mirror holder itself was less than the in
strument resolution. The reported reflectance is the spectrum 
obtained from the sample divided by that from the mirror, 
multiplied by 0.97. 

Calibration. Reflectance measurements on blank single-
crystal MgO substrates were compared with other single-crystal 
data found by Touloukian and DeWitt (1972). In the following, 
all given percentages represent relative differences. For 2 fim 
< X < 15 /xm, the measurements agreed within a few percent; 
for 15 /xm < X < 25 /mi, they agreed within about 10 percent, 
and for longer wavelengths the present measurements lay at 
most about 20 percent below the former measurements. Gen
erally, the present measurements are lower than those reported 
earlier. The repeatability of the data was within five percent. 

Transmittance measurements on a blank, single-crystal MgO 
substrate were also compared with previous results in Tou
loukian and DeWitt (1972) and with a calculated transmittance, 
assuming no interference effects, of a 0.5-mm-thick MgO slab 
bordered on both sides by vacuum. For the calculation, the 
refractive index of the MgO substrate, Ns = ns + KJ, was 
determined from a two-oscillator fit to reflectance data (Jas-
perse et al., 1966). The transmittance measured here was sub
stantially less than that reported previously for X < 10 /xm, 
but the sample thickness differed (0.5 mm versus 0.3 mm). 
The comparison with the calculated transmittance, for X > 10 
/xm, was much more satisfactory, except for a small spectral 
region near X = 15 /xm, where the calculated transmittance 
was nearly zero, and the measured transmittance was about 5 
percent. 

Reflectance Data. The measured reflectance spectra are 
presented in Fig. 6, along with the results of calculations in 
which Nf is determined from normal-state Drude theory, and 
Ns from Lorentz-type oscillator formulae. Since the calculated 
results are limited to the spectral region 12.5 /tm < X $ 50 
/xm, only these wavelengths are presented on the graph. The 
calculations assume the film and substrate are surrounded by 

d = 75 nm 

T = 300K 

10 50 20 30 40 

WAVELENGTH (nm) 

Fig. 6 Measured and calculated room-temperature near-normal spec
ular reflectance of normal-state Y-Ba-Cu-0 films on MgO substrates. 
The thicker curves are the calculated results, while the thinner curves 
are the experimental results. 

WAVELENGTH (|Xm) 

Fig. 7 Measured and calculated room-temperature normal-incidence 
film/substrate absorptance of normal-state Y-Ba-Cu-0 films on MgO 
substrates. The thicker curves are the calculated results, while the thin
ner curves are the experimental results. 

vacuum. For comparison, the reflectance data of another study 
(Kamba et al., 1989) are also shown. Their sample was a 300-
nm-thick Y-Ba-Cu-O film deposited on an MgO substrate by 
pulsed laser sputtering. The influence of the film thickness is 
substantial over the entire spectrum, except near the sharp 
peak at X = 25 /xm, where the curves converge. This same 
behavior can also be observed in the curves of Fig. 1. The 
calculated results consistently lie below the measurements (ex
cept near X s 25 /xm), suggesting that the value of rdc used 
here, rdc = 8.6 X 10 ~6 fi-m, may be somewhat higher than 
the actual resistivity. Figure 5 indicates that, for this range of 
film thicknesses, the film reflectance increases with increasing 
film thickness. 

Film/Substrate Absorptance. Figure 7 shows a direct com
parison between the measured and calculated normal-incidence 
film/substrate absorptance. The experimental absorptance is 
determined by subtracting the sum of the reflectance and the 
transmittance (not shown) from one. The largest discrepancy 
between theory and experiment occurs for the 75-nm curves 
at the absorptance peak near X = 15 /xm, and is thought to 
result from experimental error, where perhaps a surface feature 
of the 75-nm film caused significant diffuse scattering at short 
wavelengths. Figure 6 also shows a large discrepancy between 
the calculated and experimental curves for d = 75 nm at this 
wavelength. Otherwise, the qualitative agreement between the
ory and experiment generally validates the analytical approach 
of the two-film electromagnetic relations, coupled with the 
normal-state Drude model, at least for films as thin as 35 nm. 
This suggests that assuming the film and substrate to be con
tinuous slabs, and the use of bulk refractive indices, is justified 
in the above low-temperature calculations, at least for film 
thicknesses as small as 35 nm. 
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Conclusions 
Theoretical calculations of the spectral, normal-incidence 

absorptance of superconducting Y-Ba-Cu-O films suggest 
that, for smooth, continuous films, the film absorptance is 
maximum at an optimum value of film thickness, which for 
superconducting Y-Ba-Cu-O on an MgO substrate is generally 
less than 35 nm. The appearance of a peak in the film ab
sorptance is a general result that should apply to all films, and 
not only to the superconducting films considered here. A max
imum in the combined film/substrate absorption can also exist. 
As a result, in fast bolometer applications, it may be com
petitive to absorb the incident radiation directly by the Y-Ba-
Cu-O film, as opposed to employing a radiation absorber and 
thus slowing the response of the bolometer. On the other hand, 
for slower bolometers, which rely on the combined film/sub
strate absorptance, it is beneficial to place the substrate be
tween the incident radiation and the superconducting film, 
since comparative calculations indicate that generally the com
bined film/substrate absorptance is increased for this geom
etry, as compared to when the incident radiation strikes the 
film before the substrate. 

Room-temperature reflectance and transmittance measure
ments of Y-Ba-Cu-O films on MgO substrates were performed 
in an attempt to validate the assumption that the film and 
substrate are smooth, continuous slabs whose radiative be
havior can be calculated by thin-film optics and bulk refractive 
indices. A comparison between the calculated and measured 
film/substrate absorptance suggests that the assumption is 
qualitatively verified, at least for films as thin as 35 nm. 

A general correlation relating the film and substrate refrac
tive indices, the irradiation wavelength, and the film and sub
strate thicknesses to the peak absorptance would be useful for 
the design of thin-film devices in which it is desired to maximize 
the radiation absorption. Such a correlation, however, cannot 
be used with confidence until experiments determine the min
imum film thickness for which the film can be considered a 
smooth, continuous slab, and for which a bulk refractive index 
is applicable. Thus, careful experiments are required in which 
the structure and thickness of films less than 35 nm thick are 
accurately correlated with their radiative properties. 
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Transient Radiation Properties 
of a Subgrid Scale Eddy 
Analysis of transient radiative cooling of a strongly radiating turbulent diffusion 
flame is described. The specific objective is to study the possibility of including 
realistic radiative cooling effects in transient simulations of turbulent reacting flows. 
The laminar flamelet concept is used to estimate all scalar properties other than 
temperature and density. These are obtained from transient evolutions for total 
enthalpy in conjunction with the state relationships. The equation is numerically 
solved in the mixture fraction-time space. Results show aflame structure involving 
a relatively cold soot layer on the fuel-rich side consistent with recent experimental 
data. 

Introduction 
Transient simulations of turbulent reacting flows have gen

erally neglected the effects of radiation heat transfer (Ghoniem 
and Krishnan, 1988; Givi and Jou, 1988; Rehm et al., 1989). 
Recently, Baum et al. (1990) studied transient combustion in 
a turbulent eddy with radiation accounted for as a fixed loss 
in the heat of combustion. These authors found that radiative 
heat loss can interact significantly with turbulent mixing and 
reaction. For strongly radiating flames, where up to 60 percent 
of the heat of reaction may be lost by radiation, a more detailed 
treatment of the radiation heat transfer is needed. 

The range of length and time scales needed to resolve prac
tical turbulent flows and chemical reactions is well below the 
resolution limit of any direct numerical simulation with existing 
and anticipated advances in computers (Baum et al., 1990). 
Consideration of radiative heat transfer makes the problem 
even worse by introducing additional time and length scales. 
Motivated by this observation, a recent approach to the sim
ulation of turbulent reacting flows involves numerical com
putations of the largest scales in conjunction with semi-
analytical subgrid scale models for the treatment of heat release 
at the smallest scales. 

Consistent with this philosophy, the present model assumes 
that three-dimensional computations of the largest scales that 
define the local scalar dissipation rates and radiation field while 
accounting for the effects of heat release and radiation heat 
loss are in progress. The results of these calculations define 
the local instantaneous environment in which the small-scale 
combustion and radiation processes are to be studied. In the 
present work, it is further assumed that a small-scale solution 
to the evolution of a conserved scalar variable is available using 
any one of the techniques described in many recent papers 
(Baum et al., 1986; Peters and Williams, 1988; Cetegen and 
Sirignano, 1988). It is noted that the treatment of radiative 
heat transfer is not included in all of these semi-analytical 
solutions to the evolution of the conserved scalar. 

The objective of the present work is to study the evolution 
of the total enthalpy of a strongly radiating stretched diffusion 
flame. Coupled solutions of the conservation of momentum, 
mass, species, and soot concentrations together with the con
servation of energy are not attempted here. Instead, approx
imate but plausible information concerning the velocity field 
(in the form of scalar dissipation rates), gas species concen
trations, and soot volume fractions is specified. In particular, 
it is assumed that the scalar dissipation rates are small, leading 
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to the fast chemical reaction limit and the application of the 
laminar flamelet concept for gaseous species and soot volume 
fractions. For these specifications, the results of the,present 
work define the temperature distribution that is consistent with 
conservation of energy. As discussed later, the results also 
reveal interesting features of the structure of strongly radiating 
diffusion flames. 

Following Baum et al. (1986), a coordinate frame moving 
with the large-scale fluid motion is selected for the small scale 
analysis. A calculation of the transient mixture fraction (frac
tion of local mass that originated in the fuel stream) evolution 
is assumed to be in progress. As before (Baum et al., 1990), 
attention is focused in the vicinity of the fuel oxidizer interface 
because it is here that the temperature is highest and significant 
heat release and radiative heat transfer can occur. The present 
treatment of the radiative heat loss is independent of the spe
cific large-scale model of a specific mixture fraction model for 
the subgrid scale. It is only required that the scalar dissipation 
rate, the local mixture fraction field, and the local radiation 
field incident on the eddy under consideration be known. For 
simplicity, it is further assumed that the fuel-oxidizer com
bination is such that the radiative processes are dominated by 
soot particles and that the gas phase radiation is negligible. 
Consistent with this approximation, acetylene and air are se
lected as the reactant combination. 

In the following, the evolution equation for the enthalpy 
(chemical and sensible) is written. The equation is then trans
formed into mixture fraction-time space. The radiative source 
term for the subgrid scale eddy is then discussed. The resulting 
equation for the evolution of enthalpy is solved using a nu
merical method. Results for four different scalar dissipation 
rates, two different large-scale radiation fields, and fixed initial 
conditions are considered as representatives from a large num
ber of combinations studied. 

Model Formulation 
Following Baum et al. (1990), the combustion and radiation 

processes viewed on the subgrid scale involve: the molecular 
mixing of fuel and oxidizer and consequent reaction releasing 
heat and species which lead to radiation heat losses; a large-
scale radiation field from which energy can be absorbed by 
the species; and a mechanism whereby the local mixing and 
chemical reaction is affected by the heat release and radiation 
heat loss processes. In the present, attention is focused on the 
calculation of the radiative heat losses for a prescribed large-
scale radiation field. The effects of heat release and radiative 
heat loss on mixing are discussed elsewhere (Baum et al., 1990). 
The equation for the conservation of energy in its total enthalpy 
form can be written as: 

234 /Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Copyright © 1992 by ASME
Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



>(f+-» V-(PDVH)+QR (1) 

Note that the enthalpy H includes both the chemical and the 
sensible energy of the mixture: 

(2) H=T, Y'(h°f'+\T
cPiclT 

The symbols used in Eqs. (1) and (2) are defined in the no
menclature. The kinetic and potential energy changes and vis
cous dissipation have been neglected. D is a diffusivity assumed 
to be the same for all gaseous species and enthalpy in the 
present. D is a function of temperature and therefore of the 
enthalpy. 

Direct simulation of turbulent combustion and radiation 
requires that Eq. (1) be solved with equations of conservation 
of mass, momentum, and species simultaneously. In particular, 
the density, the velocity, and the radiative source term depend 
on the solution to these additional equations, which are coupled 
with the enthalpy equation and also involve strong nonlinear-
ities. In the present study, we focus attention on Eq. (1) to 
study the effects of radiative transfer on the evolution and 
distribution of enthalpy. The information needed from the 
solution of the other equations is provided via plausible sim
plifications mostly obtained from experimental data as dis
cussed later in the article. 

In order to simplify Eq. (1), a conservation equation for the 
mixture fraction (Eq. (3)) is utilized: 

P,f+K.vZ V-(pDVZ) (3) 

Following Bilger (1976) and Peters (1983), Eq. (1) is trans
formed into a coordinate frame defined by the mixture fraction 
and an orthogonal pair of axes in the constant mixture fraction 
plane. Peters (1983) has argued that the gradients in a direction 
normal to the constant mixture fraction plane are much larger 
than those within the plane (also see Williams, 1985). Following 
this argument, the equation for the conservation of enthalpy 
can be reduced to: 

(bH D^2W = QR (4) 

It should be noted that a recent numerical study (Ashurst 
and Williams, 1990) has shown that in certain regions of the 
flame gradients along the constant mixture fraction plane may 
not be negligible. Also, the validity of Peters' (1983) argument 
has never been directly tested for strongly radiating flames. 
Particularly, the influence of soot transport and radiative heat 
loss on gradients along the constant mixture fraction plane has 

not been studied in the past. The boundary conditions for Eq. 
(4) are: 

(5) 
H=0; Z = 0 

H--=hjp; Z=1.0 

In the present treatment, the appropriate initial conditions 
for Eq. (4) are given by: 

H=Zh°/F-XRCQchem; r = 0; 0 < Z < 1 . 0 (6) 

where Qchem is-the chemical energy released during the com
bustion process, defined as: 

Qchem = ^ YjHf, I 
Products 

-Zh°fF (7) 
It is noted that QChem is a function of mixture fraction Z and 
is 0 for Z = 0 and 1. XRC\s an initial radiative heat loss fraction. 
Although the choice of specific value of XRC\s rather arbitrary, 
various values between 0 and 0.6 were studied. The steady-
state solution was found to be independent of the particular 
choice of XRC. Hence, results for only one value of XRC are 
presented. In the context of combining this procedure with an 
overall simulation, the insensitivity to the initial conditions can 
be exploited. 

The physical content of Eq. (4) is that the rate at which the 
total enthalpy of a small volume of the subgrid scale material 
changes is determined by a balance between the radiative heat 
loss/gain term on the right-hand side of Eq. (4) and the dif
fusion term involving the scalar dissipation rate X— 2D(vZ)2 

on the left-hand side. The boundary conditions at Z = 0 and 
1 combined with the diffusion flux (determined by the scalar 
dissipation rate and the second derivative of the H-Z rela
tionship) contain the effects of mixing and chemical reaction. 
In the absence of the diffusion flux, Eq. (4) degenerates to a 
first-order equation describing the transient radiative cooling 
of the well-mixed exhaust gases. 

Equation (3) is coupled with the enthalpy equation (Eq. (4)) 
via the density, the mass diffusivity, and the modification of 
the volumetric expansion velocity caused by the radiative heat 
loss. Baum et al. (1990) have introduced a generalized Cole-
Hopf transform to define a modified mixture fraction involv
ing weighting by the density and the diffusivity (similar to the 
Howarth-Dorodnitzyn transform of compressible boundary 
layer theory). The only nonlinearity left in the modified mixture 
fraction equation is due to the dependence of the velocity 
potential on volumetric expansion. Baum et al. (1990) have 
described an approximate method for the treatment of this 
nonlinearity. The mixture fraction equation may be solved in 
a coupled manner or through simplifying assumptions such as 
those of Baum et al. (1990). Irrespective of the technique used 
to solve Eq. (3), the information needed from this solution, 
for the present study of the radiative cooling process, involves 
the distribution of mixture fraction and its gradient. 

N o m e n c l a t u r e 
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Note that the transients in enthalpy caused by the transients 
in mixture fraction are included in the second term of the left-
hand side of Eq. (4) while independent transients in enthalpy 
are included in the first term of the left-hand side. The problem 
now is reduced to the solution of Eq. (4) with the prescribed 
initial conditions. 

The calculation of volumetric radiative heat loss/gain term, 
the state relationships for gas species concentrations, the dis
tribution of soot volume fractions, and the specification of 
scalar dissipation rate X are described in the following. Then 
the solutions of Eq. (4) are-presented and discussed. 

Radiative Source Term. The radiative source term can be 
expressed as the energy absorbed minus the energy emitted by 
a small local participating volume. The energy absorbed must 
be calculated from the large-scale radiation field by integrating 
the flux over the surface of the small volume. The energy 
emitted depends on the temperature and absorption coefficient 
of the material in the small volume. 

The emission of the present case is dominated by radiation 
from soot particles. The radiative source term is a nonlinear 
function of both composition and total enthalpy. Neglecting 
self absorption, since the volume under consideration is a small 
part of a subgrid scale eddy, the emitted energy can be written 
as: 

2emitted = 4 Clyfi^dh (8) 
Jo 

where e^b at wavelength X is given as: 

2TT/?C2 

6xb ~ \\exp(hc/\kBT) - 1) ( 9 ) 

Within the Rayleigh approximation for soot particles combined 
with the experimental observation that the refractive indices 
of soot are relatively invariant, the absorption coefficient can 
be expressed as: 

ax = C/ /X (10) 

where C is a constant depending on the refractive indices of 
soot. There is considerable discussion in the literature con
cerning the appropriateness of the Rayleigh approximation for 
soot and concerning the variations in the refractive indices (see 
for example, Sivathanu and Faeth, 1990, and their references). 

Next, the substitution hc/\kBT=y is made into Eqs. (9) and 
(10) and these equations are substituted into Eq. (8) to obtain: 

SirChc1 , r yA , 
Q^=V^ff»T[ J^T)dy (11) 

The integral in Eq. (11) is the fourth-order Riemann zeta func
tion and has a value of 24.8863. This constant is combined 
with the other constants in Eq. (11) assuming the refractive 
indices for acetylene soot given by Dalzell and Sarofim (1969) 
and an expression for the emission heat loss is obtained as: 

Gemitted = C0JU T (12) 

where C0 is a constant given by: 

Co=??C*\s\ j^~r:dy = 2.11 x lO" 7kW/m 3K 5 (13) 

Naturally /„, the volume fraction of soot for the small ra
diating volume, must be known in order to calculate the ra
diative source term. The specification of/„ is discussed later 
in the article. 

Specification of Absorbed Energy. The energy absorption 
by the participating volume is calculated as the local absorption 
coefficient multiplied by a mean radiative heat flux on the 
surface of the volume that is determined by the large-scale 
radiation field. In the small-scale calculation, the large-scale 

radiation heat flux serves as a parameter. The large-scale ra
diation flux is specified in the form of an equivalent radiation 
temperature Tabs of a non-gray field that radiates with the 
spectral properties of soot particles. Steps similar to those 
shown above lead to: 

Gabsorbed = ^oJv -* abs \*^) 

The above simplified treatment of the absorbed energy is 
utilized in the following only for completeness. In a complete 
simulation, the-incident energy flux would have directional 
dependence and a more complicated spectral distribution. It 
is noted that self-absorption within the small-scale eddy is 
neglected in the present calculations but could be included in 
extensions of the present analysis. 

As discussed above, the present treatment of the radiative 
history is independent of a specific radiation model and Eqs. 
(12) and (14) are written only as an example. Other models of 
the radiation process can be incorporated as well but are not 
expected to alter the conclusions of the present study. 

Specification of Gas Species Concentrations. Concentra
tions of gas species are needed in the solution of Eq. (4) for 
calculating the temperature and the density. The solution of 
Eq. (4) strongly depends on the temperature as prescribed by 
Eq. (12). The temperature of the mixture depends on the species 
concentrations and the enthalpy (see Eq. (2)). The density of 
the mixture is calculated using the ideal gas law at constant 
pressure: 

p=PW/RT (15) 

W is the molecular weight of the mixture, which is a function 
of the species concentrations. 

Bilger (1977) observed that concentrations of major gas spe
cies could be related to a single conserved scalar, such as the 
mixture fraction, for diffusion flames away from the point of 
extinction. The correlations of major gas species concentra
tions with mixture fractions were also observed to be inde
pendent of the scalar dissipation rate. The accuracy of this 
method has generated some discussion in the recent literature 
(Bilger, 1988; Effelsberg and Peters, 1988; Mauss et al., 1990). 
However, its effectiveness for radiation calculations has been 
demonstrated (Faeth et al., 1989). 

For strongly radiating flames, the species concentrations 
may be independent of the scalar dissipation rate but may 
depend on the state of radiative cooling since the change in 
temperature will affect reaction rates. Measurements of species 
concentrations as a function of radiative cooling are not pres
ently available. Details of the reaction steps and kinetic con
stants for the present reactant combination are also not well 
known. In order to keep the present problem tractable, the 
concentrations of major gas species are obtained from the state 
relationships reported by Gore and Faeth (1988). It is noted 
that measurements from two laminar flames and three different 
positions in each flame were observed approximately to col
lapse on one curve supporting the present simplification for a 
range of scalar dissipation rates not approaching the extinction 
limit. The two flames considered by Gore and Faeth (1988) 
had similar radiative heat loss. 

Specification of Soot Volume Fractions. Prediction of soot 
volume fractions in laminar diffusion flames has remained a 
challenging problem (Kent and Honnery, 1990; Kennedy et 
al., 1990). In particular, the effects of temperature are not 
treated by recent models. As a result, discrepancies of a factor 
of two are observed between measurements and predictions of 
soot volume fractions in laminar flames (Kennedy et al., 1990). 
Kennedy et al. (1990) use a high activation energy Arrhenius 
kinetic scheme for soot growth rates while another recent study 
shows that the net soot formation rates depend more strongly 
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on composition than on temperature (see Fig. 8 of Kent and 
Honnery, 1990). Kent and Honnery (1990) expect a relatively 
high growth rate at temperatures below 1400 K based on their 
experimental map of net soot growth rate while Glassman 
(1988) has emphasized that 1400 K is a threshold temperature 
below which soot inception does not occur. It is possible that 
soot inception may occur only at temperatures above 1400 K, 
but growth may continue at lower temperatures. This continues 
to be an active area of research. 

A recent study by Dasch and Heffelfinger (1991) has con
firmed earlier findings (Gore and Faeth, 1986, 1988) that the 
bulk of the spot particles in turbulent jet flames occur in thin 
layers representing a narrow mixture fraction range. The re
actions involving soot particles are frozen elsewhere due to 
chemical kinetic limitations resulting in passive mixing on the 
leaner and richer side of the narrow soot layer. Gore and Faeth 
(1988) found that, for laminar flames, the position of the soot 
layer showed some scatter in the mixture fraction space due 
to hydrodynamic effects, thermophoresis, and lack of molec
ular diffusivity of the particles. Recent simultaneous meas
urements of soot volume fractions, temperatures, and C0 2 

concentrations (Sivathanu and Gore, 1991) have shown that 
these effects also appear in turbulent jet flames at moderate 
Reynolds numbers. 

Based on these considerations, two representative distri
butions of soot volume fractions labeled SOOT-1 and SOOT-
2 in the first of three parts of Fig. 1 were considered. The 
range of these two distributions covers most of the scatter in 
the soot volume fraction measurements of Gore and Faeth 
(1988). Based on their measurements, the distribution labeled 
SOOT-1 is appropriate for locations near the base of the flame 
where the convective velocity field carries the soot particles 
toward the fuel-rich regions (away from the flame sheet) and 
SOOT-2 is appropriate for regions where the convective ve
locities carry soot particles toward the fuel lean regions (to
wards the flame sheet). 

It is noted that the soot distributions shown in Fig. 1 result 
from a balance between formation, oxidation, convection, and 
thermophoresis of soot particles. The present calculations uti
lize these (experimentally observed) distributions to estimate 
the local temperature based on an energy balance between 
chemical reaction, convection, diffusion and radiation. 

Specification of Scalar Dissipation Rates. The specifica
tion of the scalar dissipation rate Xis one of the most important 
problems in turbulent combustion (see, for example, Williams, 
1975; Peters, 1983; Sirignano, 1987; Haworth et al., 1988; 
Ashurst and Williams, 1990). A variety of prescriptions for 
estimating X have been suggested by these authors. Sirignano 
(1987) derived a conservation equation for X and suggested a 
procedure for obtaining an approximate solution. Haworth et 
al. (1988) related A'to the mean square fluctuation of mixture 
fraction, g, and the ratio of the dissipation rate of turbulence 
kinetic energy, e, and the turbulent kinetic energy, k, obtained 
from an uncoupled k-e-g model. Mauss et al. (1990) created 
a stochastic simulation of X using a log normal PDF based 
on measurements in turbulent jets and flames (Effelsberg and 
Peters, 1988; Long and Yip, 1988). Baum et al. (1990) and 
Ashurst and Williams (1990) propose methods of obtaining 
the transient distributions of Z at the subgrid scale using a 
vortex model for the large scale flow field. 

In the present work, Jfis treated as a parameter independent 
of Z and T as a first step. This assumption implies that the 
changes in D with composition and total enthalpy balance the 
variation in (VZ)2 . Results for four cases in the range X= 0.25-
2. s"1 are shown. Mauss et al. (1990) have noted that stable 
hydrocarbon flames can exist for values of X less than 7. s"1. 
For values greater than 7. s_1 , the flamelets first become un
stable and then are extinguished. It is noted that the state 
relationships for gas species and distributions of soot volume 

fractions utilize in the present study are not valid for A"nearing 
the extinction limit. Therefore, the maximum value of ^ c o n 
sidered in the following is limited to 2..s~'. It is noted that 
since flames in all possible combustion applications have scalar 
dissipation rates between 0 and 7 s_ 1 , the present range is 
relevant to many. Particularly, the results are of relevance to 
unwanted fires and furnace flames. Chemical kinetic effects 
must be treated simultaneously with the energy equation for 
higher scalar dissipation rates. 

Other prescriptions of ^including measurements from lam
inar flames in counterflow, coflow jet and porous wall con
figurations were considered in a separate study (Gore and Jang, 
1991). This study included the effects of changes in (VZ) 2 and 
diffusivity D with Z and temperature. The results showed that 
although X varied with Z and T, the conclusions of the present 
study are independent of the prescription of X used in the 
simulation. 

Specification of Initial Conditions. The initial conditions 
for soot volume fractions were identical to the distributions 
shown in the first part of Fig. 1. Two cases labeled SOOT-1 
and SOOT-2 were considered. The initial concentrations of 
gaseous species were identical to the state relationships given 
by Gore and Faeth (1988) and remained unchanged throughout 
the simulation. 

The initial conditions for the total enthalpy are specified in 
the form of a radiative heat loss during fast reactions fraction 
XRC. As discussed above, several values of XRC between 0 and 
0.6 were examined. The steady-state results have been verified 
to be independent of the initial condition. Therefore, results 
corresponding to X R C = 0 . 3 are presented in this article. 

The second part of Fig. 1 shows the initial conditions for 
the enthalpy H normalized by the heat of formation of the 
fuel as a function of Z calculated using Eq. (6) with XRC = 0.3. 
For adiabatic combustion, the initial profile of H normalized 
by the heat of formation of fuel would be a straight line from 
0 to 1. The initial heat loss shifts the curve down from the 
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straight line due to radiative heat loss. As the mixture fraction 
is increased, the departure from the straight line decreases and 
finally the boundary value of H= 1 at Z= 1 is attained. The 
temperatures calculated based on these enthalpy values and 
the state relationships for gaseous species of Gore and Faeth 
(1988) are shown in the third part of Fig. 1. The profile shows 
that the peak temperature (approximately 2000 K) is about 600 
K lower than the adiabatic flame temperature. The temperature 
profile also shows that effects of uniform heat loss from all 
mixture fractions and no special features are observed at the 
mixture fractions corresponding to the soot layer. 

Numerical Method 
Due to the strong nonlinearity of Eq. (4), a fourth-order 

Runge-Kutta integration is undertaken. At each step, in the 
Runge-Kutta procedure, the second term of the left-hand side 
of Eq. (4) is evaluated using a fully implicit central difference 
formula. The mixture fraction space is divided using a dense 
grid near the flame sheet and the soot layer and a coarse grid 
elsewhere. A total of 100 grid points are considered. An ap
proximate time step is found using the solution of the con
servation of energy equation for a solid sphere in the low Biot 
number limit with a radiative source term and comparing the 
results with the readily available analytical solution. The results 
are found to be independent of the time step within 0.5 percent 
and independent of the mixture fraction grid within 1 percent. 

Summary of the Cases Presented 
The choice of the initial radiative heat loss fraction XRC did 

not alter the results as discussed above, hence XRC = 0.3 was 
used for all the cases presented in the following. The remaining 
two parameters: (1) the scalar dissipation rate X, and (2) the 
equivalent temperature Tabs of the large-scale radiation field, 
were varied to cover the relevant range. Table 1 summarizes 
the eight cases resulting from the choice of four scalar dissi
pation rates and two absorption temperatures. Scalar dissi
pation rates in the range X= 0.25-2 s~' increasing a factor of 
2 with each case are studied with 7,

abs = 800 K in cases 1-4. 
For these four cases, results for each of the two soot distri
butions shown in Fig. 1 are considered. In cases 5-8, identical 
scalar dissipation rates are studied for Tsbs= 1400 K. As seen 
from the results, the latter choice of 7"abs represents a strong 
incident radiation field, which may exist only in few parts of 
large luminous flames. 

Results and Discussion 
The steady-state behavior of enthalpy, temperature, and the 

radiative heat loss fraction, which is related to the enthalpy 
and the mixture fraction as 

XR=(Zh°fF-H)/Qchtm, (16) 
is discussed first. It is noted that XRC defined in Eq. (6) is 
simply the initial value of XR defined above. 

Effect of Scalar Dissipation Rate. The first part of Fig. 2 
shows the steady-state enthalpy plotted as a function of mixture 
fraction for cases 1-4 with the soot distribution SOOT-1. It 
is noted that the steady-state enthalpy profiles show progressive 
departure from the adiabatic condition as the scalar dissipation 
rate is decreased. This departure is most pronounced in regions 
near the soot layer around a mixture fraction of 0.1. As a 
scalar dissipation rate is increased, the mixing rates become 
relatively fast compared to the radiative heat loss rate and the 
radiative cooling in steady state is decreased due to the limited 
time available. 

The second part of Fig. 2 shows the steady-state temperatures 
for the four cases plotted as a function of mixture fraction. 

Table 1 Summary of cases presented 
Case 

1 
2 
3 
4 
5 
6 
7 
8 

XRC 

0.3 
0.3 
0.3 
0.3 
0.3 
0.3 
0.3 

. 0.3 

2D(VZ)2, s"1 

0.25 
0.5 
1.0 
2.0 
0.25 
0.5 
1.0 
2.0 

^abs. K 

800 
800 
800 
800 
1400 
1400 
1400 
1400 
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Fig. 2 Steady-state solution for total enthalpy, temperature and radia
tive heat loss fractions for X=0. 25, 0.5, 1.0, and 2.0 s~1 and 7"abs = 800 
K and SOOT-1 distribution 

These profiles represent the state relationships for temperature. 
It is noted that the temperature profiles for all cases show that 
the soot layer acts as a sink of enthalpy due to its ability to 
lose energy by radiation. The strong radiative heat loss leads 
to an inflection point in the temperature profiles. The regions 
involving the highest soot concentrations have relatively low 
temperature and radiate energy received by diffusion mainly 
from the flame sheet on the fuel lean side. The energy transfer 
from the fuel lean side to the soot layer must be supported by 
a steep temperature gradient. This flame structure is unique 
to strongly radiating flames. 

A plausible picture of the flame structure involves oxidation 
of CO, H2, and possibly some soot particles in the flame sheet 
by OH radicals and O atoms leading to the release of chemical 
energy, part of which is transported to the soot layer by dif
fusion. The equilibrium temperature of the soot layer is de
termined by a balance between the energy diffusion and the 
radiative heat loss. It appears that for high concentrations of 
soot, the low temperature at equilibrium implies small con
tributions of exothermic reactions within the layer. The small 
temperature gradient on the fuel-rich side also implies low 
diffusion losses from the soot layer. 
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Fig. 3 Steady-state solution for total enthalpy, temperature and radia
tive heat loss fractions for X = 0 . 25, 0.5, 1.0, and 2.0 s"1 and rabs = 800 
K and SOOT-2 distribution 
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Fig. 4 Steady-state solution for total enthalpy, temperature and 
tive heat loss fractions forX=0. 25, 0.5, 1.0, and 2.0 s"1 and 7"abs = 
K and SOOT-1 distribution 

radia-
= 1400 

The low temperature of the soot layer has been experimen
tally observed in independent laboratories in flames burning 
a variety of fuels (Best et al., 1991: ethylene; Kent and Hon-
nery, 1990: ethylene; Sivathanu and Faeth, 1990: ethylene, 
acetylene, propylene; Sivathanu et al., 1991; acetylene; Siva
thanu and Gore, 1991: acetylene; and Gore et al., 1991: tol
uene). Sivathanu et al. (1991) and Sivathanu and Gore (1991) 
have considered several possible reasons for these experimental 
observations and found that radiative cooling of the soot layer 
is the only plausible reason for its low temperature. Simul
taneous measurements of C02 concentrations, soot volume 
fractions and temperature showed that extinguished flamelets 
are not the cause of large amounts of cold soot in a range of 
turbulent diffusion flames representative of the present scalar 
dissipation rates (Sivathanu and Gore, 1991). 

The temperature for the highest scalar dissipation rate are 
high near the flame sheet and then decrease near the soot layer. 
Both the flame sheet and the soot layer temperatures for this 
scalar dissipation rate are higher than those for lower scalar 
dissipation rates. On the fuel-rich and the fuel-lean sides, the 
effects of scalar dissipation rate on the temperature profiles 
appear to be small. This is expected from an inspection of Eq. 
(4). Since at steady state, dH/dr = 0, if the radiative heat loss 
QR becomes negligible, then Eq. (4) reduces to d1H/dZ1 = 0, 
which has a linear solution independent of the scalar dissipation 
rate. The temperatures (near the soot layer and the flame sheet) 
at a scalar dissipation rate of 0.25 s_1 are approximately 100 
K lower then those at 0.5 s_ l . As the scalar dissipation rate is 
increased to 1 s ~', the temperatures increase by approximately 
another 100 K. Finally for the highest scalar dissipation rate 
(2 s_1), the temperatures at the stoichiometric point and the 
soot layer are approximately 400 K higher than these seen for 
the lowest scalar dissipation rate. 

A result of practical importance for direct numerical sim
ulations of the conservation of energy equation is that the 

departure from a universal (within 100 K) state relationship 
for temperatures occurs only in regions near the soot layer and 
the flame sheet (0.04<Z<0.35). Thus more than half of the 
mixture fraction space can be treated using a universal state 
relationship for temperature. 

The third part of Fig. 2 shows the steady-state predictions 
of XR for the four cases considered here plotted as a function 
of Z. Predictions for both lower and higher scalar dissipation 
rate show that XR is remarkably constant with Z for a range 
of mixture fractions on the fuel-rich and fuel-lean sides. This 
is because the total enthalpy in these regions is a unique func
tion of mixture fraction in the zeroth order. Near the soot 
layer, the radiative heat loss fraction increases significantly, 
exceeding 70 percent for the case involving the lowest scalar 
dissipation rate. The overall radiative heat loss fraction 
(weighted average over the mixture fraction space) predicted 
by the analysis is in reasonable agreement with the measure
ments of XR for low scalar dissipation rate flames. 

Effect of Soot State Relationships. As discussed previ
ously, there is some scatter in the measurements of soot volume 
fractions plotted in the mixture fraction space. In order to 
evaluate the effects of this scatter on the present results, the 
calculations for Cases 1-4 were repeated with the soot state 
relationship labeled SOOT-2. 

The variation of the total enthalpy, the temperature, and 
the radiative heat loss fraction calculated using SOOT-2 are 
plotted in Fig. 3. Qualitatively, all of the findings reported 
above for the state relationship SOOT-1 are observed in the 
present case as well. The temperatures reach relatively low 
values near the soot layer and show a peak on the fuel-lean 
side corresponding to the flame sheet. The radiative heat loss 
fractions show small variations from those shown in Fig. 2. 
Therefore, it can be concluded that the scatter in the soot 
volume fraction data of Gore and Faeth (1988) does not affect 
the present results. 

Journal of Heat Transfer FEBRUARY 1992, Vol. 114/239 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Effect of Incident Radiation Field. Total enthalpy, tem
peratures, and radiative heat loss fractions for cases 5-8, which 
represent an incident radiation field with 7abs = 1400 K, plotted 
as a function of mixture fraction, are shown in Fig. 4. As an 
example, the state relationships labeled SOOT-1 were used for 
these calculations. 

The variation of enthalpy shown in first part of Fig. 4 shows 
the effect of lower net radiative heat loss for all mixture frac
tions. In fact, at the lowest scalar dissipation rates, enthalpy 
at relatively rich mixture fractions is higher than its adiabatic 
value. 

The temperatures at all mixture fractions are higher than 
those shown in Fig. 2 for all values of X. The differences in 
temperature for the two absorption temperatures are most 
pronounced in the soot layer where the radiative exchange 
process is the most dominant. When TRbs is 1400 K, the soot 
layer temperature reaches this value and attains equilibrium. 
The temperatures of the flame sheet increase by approximately 
150 K while those of the soot layer increase by between 300-
600 K from those shown in Fig. 2. Therefore, the heat loss 
from the flame sheet to the soot layer decreases. The temper
atures on the fuel-rich side increase considerably from those 
shown in Fig. 2. This is a result of increased absorption by 
the soot layer and subsequent diffusion to the fuel rich side. 
For the lowest scalar dissipation rates, the fuel-rich side gains 
energy from the incident radiation field, leading to super-
adiabatic conditions. 

The radiative loss fractions for Cases 5-8 are shown in the 
third part of Fig. 4. As a result of the lower net loss, the 
radiative loss fraction near the soot layer reaches approxi
mately 50 percent (as compared to 70 percent in Fig. 2) for 
these cases. The radiative heat loss fractions are relatively 
independent of the scalar dissipation rate near the soot layer 
and then decrease on the fuel rich side. For the lowest scalar 
dissipation rate, the radiative loss fraction takes a negative 
value beyond the mixture fraction of approximately 0.6, reach
ing - 0.2 at a mixture fraction of 0.8. As there are no absorbing 
species considered in the calculations at these mixture fractions, 
the negative XR is a result of diffusion of energy from the 1400 
K soot layer into the fuel-rich portion. The chemical energy 
release corresponding to these mixture fractions is relatively 
small, requiring only a small amount of excess enthalpy to 
yield XR profile shown in Fig. 4. The overall XR from Fig. 4 
is much lower than typical measurements of global radiative 
heat loss fractions for acetylene/air flames. This indicates that 
flamelets with both weak and strong incident radiation fields 
must exist in turbulent flames. 

In practical flames, strong incident radiation fields are pos
sible only at few positions. It is noted that the flame structure 
at such positions is affected by the incident radiation field and 
shows distinct features from those observed in case of the 
relatively weak incident field seen earlier. 

The transient evolution of the temperature profile is studied 
in Fig. 5 to gain an understanding of the time scales associated 
with radiative cooling. Case 2 (X=0.5 s - 1) is selected as a 
representative case for this study. The first part of Fig. 5 shows 
the initial conditions and temperature profiles at 1 and 5 ms 
and at steady state. It is seen that as a result of the fast radiative 
cooling process for 5 ms, the temperature of the soot layer at 
Z2 is within 150 K of the steady-state value. As a result of the 
high gradient between the flame sheet at Z\ and the soot layer, 
the temperature at the flame sheet also decreases to within 100 
K of its equilibrium value during the initial 5 ms. The tem
perature profile on the fuel-rich side develops much more slowly 
due to the inverse gradient during the early time steps between 
the soot layer and the fuel rich side. The steady state for the 
fuel-rich side is attained to within 1 K only after 1 s. However, 
this is an artifact of the present selection of the initial con
ditions. 

The second part of Fig. 5 shows the radiant cooling process 

2 5 0 0 

t=0 ms 
t=1 ms 
t=5 ms 
STEADY 

X R C = 0.3 
X= O.53-I 

0.2 0 .4 0.6 
MIXTURE FRACTION, 

0.8 1.0 

2500 

0 .00 0 .02 0 .04 0 .06 

TIME, s 

0 .08 0.10 

Fig. 5 Transient evolution of temperature (or ^=0.5 s ~ \ 7"abs = 800 K, 
and SOOT-1 distribution 

for the flame sheet (Zx) and the soot layer (Z2) as a function 
of time. The flame sheet and the soot layer cool rapidly to 
their steady-state values. The soot layer cools by radiative heat 
loss and the flame sheet cools both by radiation and diffusion 
of energy into the radiating soot layer. The temperature of the 
flame sheet reaches to within 10 K of the equilibrium value 
within 10 ms and that of the soot layer is within 10 K of its 
equilibrium value in 20 ms. These estimates are the charac
teristic radiative cooling times for the case shown in Fig. 5. 

Discussion Regarding Soot Formation and Transport 
In the present study, experimentally observed distributions 

of gas species concentrations and soot volume fractions were 
combined with a transient energy equation to obtain a solution 
for the temperature distribution as a function of mixture frac
tion. Reasonable values for scalar dissipation rates and incident 
radiation fields were studied as discussed above. The strong 
incident field (Tabs = 1400 K) may occur only in certain regions 
of the flame and linkage of the soot growth and oxidation to 
its presence is too restrictive. For a relatively weak incident 
radiation field, the solution has shown that the soot layer must 
be at relatively low 800-1300 K temperatures. As discussed 
before, low temperatures of the soot layer have been recently 
observed in emission-absorption experiments by a number of 
researchers. Previous studies (for example, Gore and Faeth, 
1986, 1988) did not involve simultaneous measurements of 
emission and absorption by the flames. The resulting emission 
spectra are biased toward high temperatures of the small quan
tities of soot particles passing through the flame sheet. All the 
color temperature measurements techniques also bias the re
sults toward higher temperatures. 

Based on extensive studies, Glassman (1988) has stressed 
that a threshold temperature of 1400 K must exist for inception 
while Kent and Honnery (1990) have found that net growth 
in the volume fraction of soot may occur at temperatures lower 
than this threshold value. 

240 / Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The present solutions give the temperatures at which a pre
scribed soot layer must exist in order to satisfy the conservation 
of energy and cannot directly reveal any information about 
the kinetics and steps in the soot inception and growth process. 
Particularly, the present results should not be interpreted as 
showing that soot inception occurs at the relatively low equi
librium temperatures of the soot layer. However, a successful 
soot formation and transport model must be compatible with 
the results of conservation of energy equation discussed above 
and with the experimentally observed low temperatures of the 
soot layer. Such a model does not exist at the present time. 

One possibility is that, in certain regions of the flame, soot 
inception occurs at relatively high temperatures (at or above 
the threshold temperature for inception) on the fuel-lean side 
of the soot layer and the particles are then transported to the 
soot layer due to lack of molecular diffusivity and effects of 
thermophoresis. During this transport process and at the soot 
layer the volume fraction of the particles may increase by 
possible low-temperature growth processes observed by Kent 
and Honnery (1990). In regions of the flame where the soot 
particles are not transported away from the flame sheet but 
toward it, the soot layer and the newly formed particles oxidize 
and continue to radiate. When the balance between the heat 
release in the flame sheet by CO, soot, and H2 oxidation cannot 
sustain the radiative heat loss, the temperature drops and soot 
formation as well as oxidation processes cease leading to the 
emission of soot through the flame. Correspondence between 
the emission of unburnt soot and CO observed by several 
investigators (see Koylu et al., 1991, and their references) may 
also be related to the process described above. It should be 
noted that other plausible mechanisms involved in the soot 
and CO emission processes have also been proposed (Puri and 
Santoro, 1991). 

The soot transport and radiative heat loss processes de
scribed above weaken the assumption that gradients normal 
to the constant mixture fraction plane dominate the energy 
balance. If this assumption is relaxed, the radiative heat loss 
by the sort layer would be supported by diffusion from the 
CO, H2, and soot oxidation layer and convection of energy 
from locations at the same mixture fraction but much lower 
soot concentration. Further study of these possibilities is needed 
for improving the understanding of strongly radiating flames. 

Conclusions 
The present analysis has shown that, for strongly radiating 

flames, the radiative heat loss fraction depends on the local 
mixture fraction. The mixture fractions corresponding to the 
soot layer have higher and those on the fuel-lean and fuel-rich 
side have lower radiative heat loss fractions. 

The analysis has revealed a range of mixture fractions in 
which the temperature state relationships vary with scalar dis
sipation rates (0.04<Z<0.35). Outside this range, a universal 
(within 100 K) state relationship for temperature can be used 
in direct numerical simulations leading to savings in computer 
costs. 

A unique flame structure involving an inflection point in 
the temperature profile near the soot layer was observed for 
strongly radiating flames. This is caused by the transfer of 
energy to the soot layer by diffusion from both sides balancing 
the high radiative heat loss. The existence of this structure is 
sufficient to explain recent experimental observation of large 
quantities of cold soot in strongly radiating flames. 

It should be noted that the low temperature of the soot layer 
does not imply that soot inception occurs at low temperatures. 
The local volume fraction of soot is determined by a balance 
between the convective transport, thermophoresis, and for
mation and oxidation rates. A successful model of all these 
soot processes must comply with the requirements of conser

vation of energy revealed in the present study and the exper
imentally observed low soot temperatures. 

Possible modifications of the flame structure introduced by 
gradients along the constant mixture fraction plane need fur
ther study. 
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Generalized State-Property 
Relations for Nonluminous Flame 
Absorption Coefficients 
The work reported here simplifies computing the local Planck-mean absorption 
coefficient in nonluminous flames as a function of the mixture fraction and fuel 
composition. Equilibrium is assumed for fuel/air mixtures up to the point where 
carbon is predicted to condense, beyond which the gaseous products are assumed 
to be frozen and to be diluted with cold fuel. The resulting algebraic expressions 
are suitable for inclusion in any turbulent or laminar diffusion flame model pred
icated on single-step chemistry. The method accounts for the nongray nature of the 
gaseous combustion products and their variation in concentration and temperature 
with mixture fraction, at a computational penalty little more than that for estimating 
variable fluid properties. Nonluminous flames (in air) of Hi, CO, CH^OH, CH4 
and lean regions of fuels with the general form CxHyOz can be modeled satisfactorily. 
The effects of pressure-pathlength and heat loss on the absorption coefficient are 
addressed. 

Introduction 
The modeling of turbulent, nonpremixed combustion con

tinues to challenge the ingenuity of fluid mechanicians and 
combustion engineers. The level of sophistication of each as
pect of the model reflects the specific answer sought, the ex
pertise of the research team, and the level of computing power 
available. For large physical systems such as unwanted fires, 
incinerators, and industrial furnaces, and in high-pressure gas 
turbines, radiative heat transfer is crucial to operation, so that 
some means of accounting for it must be present. Bhattacharjee 
and Grosshandler (1989) have demonstrated that portions of 
a large confined flame can differ as much as 800 K in tem
perature when it is modeled with and without radiation, with 
the resulting effect that centerline velocities change by a third 
and radiant wall fluxes differ by more than a factor of five. 

The laminar flamelet approach of Bilger (1977), which in
troduces the mixture fraction,/, as a conserved scalar to track 
the thermodynamic state at each point in the flow, has been 
used extensively for adiabatic combustion. Jeng and Faeth 
(1984) combined this technique with the k-e-g hydrodynamic 
model and compared their numerical results to the species 
concentrations measured in a buoyant, turbulent methane 
flame. 

The absorption properties of the mixture enter these types 
of calculation through the radiative source term, which is equal 
to the divergence of the radiative flux vector, qr, where 

_ v .qr = 4waiii-4Tapib. (1) 
The first term accounts for the mean-incident intensity, /,, 
which is absorbed in an amount proportional to the value of 
the mean-incident absorption coefficient, «,; the second term 
is the local energy loss due to emission, with ib the blackbody 
intensity, OT4/TT, and ap, the Planck-mean absorption coef
ficient. Gore and Faeth (1986) used the narrow-band radiation 
model RADCAL (Grosshandler, 1980; based upon the work 
of Ludwig et al., 1973), with the state variable approach, to 
model the radiant flux in turbulent ethene/air combustion, 
and were able to simulate the structure and radiation of the 
flame. 
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Narrow-band models such as RADCAL are computationally 
time consuming. Wide-band models provide a significant sav
ings for heat transfer calculations while maintaining much of 
the versatility of narrow-band models (Edwards, 1976). The 
use of spectral-mean coefficients reduces the estimation of 
radiation properties from a field calculation to a local state 
calculation. Abu-Romia and Tien (1967) calculated values of 
ap in the optically thin limit from the spectral line intensity/ 
line spacing ratio for pure CO, CO2, and H20 for temperatures 
between 555 K and 2778 K. Mean coefficients can be relied 
upon only if much is known about the nature of the radiating 
system. Grosshandler and Modak (1981) addressed this limi
tation and were able satisfactorily to mimic narrow-band cal
culations of total intensity with spectral-mean coefficients for 
a variety of realistic methane-air combustion environments. 

The purpose of this article is to present a simple method for 
estimating the Planck-mean absorption coefficient, which is 
based only upon the local properties in the flow field; which 
is to say, the mixture fraction / . The approach is to estimate 
the local temperature and composition of an optically thin 
adiabatic system. The narrow-band model is then used to pre
dict the corresponding absorption coefficient, aP(f). An em
pirical relation founded upon the definition of the Planck-
mean absorption coefficient for a single vibrational band is 
derived. Means to account for nonoptically thin and nona-
diabatic flames are introduced, and a method to estimate the 
incident-mean absorption coefficient is suggested. 

Hydrogen is discussed first, and then carbon monoxide, since 
the composition of these flames can be calculated most reliably 
for all equivalence ratios. Methane flame radiation, minus the 
contribution from soot, can also be handled. The method is 
extendable to fuel lean and nonluminous regions of gaseous 
fuels of the general form OH^C^. Our lack of understanding 
of soot formation and an incomplete data base of infrared 
absorption properties precludes the model from quantitative 
predictions of the contribution due to unburned fuel and soot. 

Basis for Absorption Coefficient 

Thermodynamic Considerations. The reaction of a gen
eralized fuel in air can be represented by the following equa
tion: 

<KyH,A.+ (x+y/4-z/2)(02 + 3J6 N2)-products. (2) 
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$ is the equivalence ratio defined as the stoichiometric air/ 
fuel ratio, AFU divided by the actual air/fuel ratio in the 
mixture. The products formed depend upon the value of the 
equivalence ratio, but for fuel lean combustion, the process is 
usually complete, producing C0 2 and H 2 0 as the only species 
of importance to radiative heat transfer. Under adiabatic equi
librium conditions, equivalence ratios greater than one lead to 
more complex product mixtures. The incomplete products of 
combustion that contribute significantly to the radiation in 
rich regions of the flame are carbon monoxide, the fuel, and 
soot. Other infrared active species such as OH, NO, N0 2 , and 
fuel fragments are usually present in low enough concentra
tions to neglect their radiative contributions. 

The mixture fraction is related to the mass air/fuel ratio, 
AF, by / = ( 1 +AF)'[. This parameter varies between zero 
(pure air) to one (pure fuel), and is conserved even in reacting 
flows. It is particularly useful in adiabatic, nonpremixed flames 
in which the characteristic time for chemistry is much shorter 
than the characteristic time for fluid mixing (large Damkohler 
number limit), because the complete local thermodynamic state 
(i.e., the composition and temperature) can be determined 
directly from the specified value of/. For the purposes of the 
calculations presented in this article, the modified equivalence 
ratio, <f>', is defined as 

^'s^.(l+AFi)/(^+AFi). (3) 
The modified equivalence ratio is convenient for radiation 
calculations because, unlike/, all fuels have a value of unity 
for $ ' at stoichiometric conditions; and unlike $, $ ' is bounded 
in the fuel rich limit to $ 'mm = AF\ + 1. Values of $ 'max range 
from 35.32 for H2 to 3.45 for CO. 

Computing the Planck-Mean Absorption Coefficient. If 
one knows the composition and temperature, it is possible to 
compute the absorption coefficient as a function of $ ' . The 
program RADCAL (Grosshandler, 1980) has been used for 
this purpose. It is capable of predicting the spectral intensity, 
/'!,, along a line-of-sight of length L through nonisothermal 
mixtures of C0 2 , H 2 0 , CH4, CO, N2, 0 2 , and soot. For a 
given temperature, the spectral absorption coefficient, an, and 
transmittance, r,, are found. The Planck-mean absorption 
coefficient is defined as the integral of the spectral absorption 
coefficient, a,, at the temperature of interest weighted with 
the Planck distribution function, i.e., 

(4) 

with z'i,, = 2C1)7
3/[exp(C2?7/:r) - 1]. C, and C2 are the first and 

second radiation constants. By numerically integrating Eq. (4) 

= \anibn/ibd-q 

over wavenumbers between 50 and 10,000 cm - 1 , the Planck-
mean absorption coefficient can be computed. RADCAL has 
been validated against published experimental measurements 
of combustion products (Grosshandler, 1980), and is expected 
to produce a reliable estimate of the actual absorption coef
ficients under the conditions considered here. 

Curve-Fitting the Absorption Coefficient. For a given vi
brational band located at 17 and the gas at some reference 
temperature TTtf, the absorption coefficient is equal to the 
integrated intensity, a, times the product of the partial pressure 
of radiating gas, Ph and the value of 4 , at the band center. 
If there is a single vibrational band that dominates the radiative 
behavior of the gas, then the Planck-mean absorption coef
ficient can be found from the following expression (e.g., Tien, 
1968): 

aP(TKf) = [a(7-ref)P,2TC,i;V(arr
4

ef[exp(C2l?/rref) - 1]} (5) 

The absorption coefficient at other temperatures can be found 
knowing the dependence of a on temperature. Hence, the value 
of the absorption coefficient varies with * ' because the density 
of the radiating gases changes, and, even for a fixed density, 
the individual spectral line strengths and line spacings change 
with temperature (e.g., Penner, 1959). 

Combustion gas mixtures generally vary in temperature be
tween 300 K and 2500 K, and have several important vibra-
tional/rotational bands spanning the spectrum from 100 to 
8000 cm"' . If some assumptions regarding the spectral and 
temperature dependence of the absorption coefficient are made, 
Eq. (5) can be useful as a guide to curve-fit the narrow-band 
calculated values of ap empirically. For example, assume: (i) 
that there exists a single wavenumber, r/*, which dominates 
the spectrum for a given fuel independent of $ ' , and (/'/') that 
the integrated intensity a varies as some small power of tem
perature. Then the following relation can be derived for the 
Planck-mean absorption coefficient at any $ ' in terms of au 

its value under adiabatic, stoichiometric conditions: 

«,($') =alB(i')PlT1/T(i')]n 

x ( e ' " - l ) / ( e x p [ w 7 ,
1 / r ( $ ' ) ] - l j (6) 

P is the total pressure and B describes how the mole fraction 
of radiating gases varies with equivalence ratio, making it a 
function of the specific fuel and the method by which con
centration is estimated. T( $ ' ) can be approximated either with 
its equilibrium value or from the relationship between product 
concentration and the adiabatic temperature in accordance 
with the usual thin-flame model; viz., 

T= T0+ (7-, - T0)Pi/Px = T0+ (7 , - r 0 ) B ( * ' ) . (7) 

ah ap 

aefr, a,. 

AF 
B 

cuc2 

i 
L 

m, n 

P.Pi 

= mean absorption coeffi
cients, incident or 
Planck, m _ 1 

= absorption coefficients, 
effective or spectral, m" ' 

= air/fuel mass ratio 
= function of $ ' defined in 

Eqs. (6) and (7) 
= first and second radiation 

constants 
= intensity, W/m2/sr 
= length, m 
= empirical constants in Eq. 

(6) 
= total pressure, or partial 

pressure of radiating spe
cies, atm 

Qr = 

T --
x --
y --
Z = 

a -

0 = 
v, v* --

a = 

T = 

* = 

= radiative flux vector, 
W/m2 

= temperature, K 
= atoms of carbon 
= atoms of hydrogen 
= atoms of oxygen 
= integrated band intensity, 

m"1 

= constant in Eq. (18) 
= wavenumber, effective 

band center, cm - 1 

= Stefan-Boltzmann con
stant 

= transmittance 
= fuel/air equivalence ratio 

# ' > ^ max 

Subscripts 
0 = 

1 = 

a = 
b = 
/ = 

ref = 
w = 
17 = 

modified equivalence ra
tio, maximum value for 
* ' 

0 pathlength limit, inlet 
condition 
adiabatic, equilibrium, 
stoichiometric condition 
(* = 1) 
adiabatic 
blackbody 
incident 
reference 
wall 
spectral quantity 
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Fig. 1 Planck-mean absorption coefficients for lean combustion of H2, 
CO, and CH4 in air, as function of * ' . PL = 0.0001 atm-m, 70 = 298 K. 
Symbols, narrow-band calculations with full equilibrium; lines, Eqs. (9a), 
(10a), and (12). 

Equation (5) would suggest that the empirical constant n be 
of the order of 4, and m, defined as m = C2ri*/Ti, of order 
unity. 

Numerical Results 

Hydrogen/Air Diffusion Flames. Equilibrium provides a 
good approximation to the adiabatic concentration and tem
perature of hydrogen/air flames (Gore et al., 1987). The ab
sorption coefficient calculated with the narrow-band model 
and assuming full equilibrium for atmospheric pressure H 2 / 
air mixtures is plotted with squares in Fig. 1 for fuel lean 
conditions as a function of $ ' . The equilibrium code STAN-
JAN (Reynolds, 1987) has been used to determine the tem
perature and concentration. Figure 2 shows the results for rich 
mixtures, with the modified equivalence ratio normalized so 
that 0 on the abscissa represents stoichiometric and 1 the pure 
fuel conditions. The value of ap varies between about 0.3 and 
0.6 m~', except under the leanest and richest conditions, where 
ap drops to zero. 

The only significant infrared-active product formed during 
the lean combustion of hydrogen is water vapor, which sim
plifies the curve-fitting procedure. From an atom balance, 
B($') can be expressed as follows: 

fl(*'<l) = * ' / (2.45 + 0.43*') (8a) 

J S ( * ' > l ) = 0.0888(35.32-$')/(2.048 + * ' ) (8b) 

The squares in Figs. 1 and 2 have been fit to the form of Eq. 
(6) using Eqs. (8a) and (8b) for B. The following expressions 
yield a good representation of the Planck-mean absorption 
coefficient for atmospheric pressure hydrogen/air flames. 

ap,H2(*'=£l) = 0.047*/(5.7 + $ , y(0 .12 + * ' ) 2 (9a) 

a / , ,H 2 (* 's l ) = 0.0745[(35.32-$')/(2.048 + * ' ) ] 0- 5 

/[0.125+ 0.0777(35.32-*')/(2.048 + * ' ) ] 1 3 (9b) 

The curve-fitting parameter m was found to be almost zero, 
which could be interpreted as an indication that the pure vi
brational band of water vapor below 500 cm - 1 dominates the 
absorption coefficient. 

Carbon Monoxide/Air Diffusion Flames. Carbon mon
oxide/air mixtures produce two species important to the ra
diative heat transfer, CO and COz. Under lean conditions the 
reaction is close to complete for laminar and moderately tur
bulent flames. When the modified equivalence ratio exceeds 
2.8, equilibrium predicts that condensed carbon will form, but 

CH4 i t * — — 
CO A A — 
H2 a —— 

CH30H o ® ^» •"-"*•*• ^ 

<S>-i 

Fig. 2 Planck-mean absorption coefficients of gaseous products for 
rich combustion of H2, CO, CH4, and CH3OH in air, as a function of 
normalized equivalence ratio. PL = 0.0001 atm-m. T0 = 298 K. Symbols, 
narrow-band model with full equilibrium (open) or frozen-dilution (closed); 
lines, Eqs. (9b), (10b), (14), and (15). 

soot is not observed in actual atmospheric flames. A more 
realistic estimate of the concentration of temperature and gas
eous species can be obtained if it is assumed that for * ' >2.8, 
the mixture is frozen and that changes in P, and T occur by 
simple dilution of the mixture with pure fuel at 298 K. 

ST AN J AN (Reynolds, 1987) has been used to calculate the 
equilibrium conditions for lean and rich mixtures of CO/air 
up to $ ' = 2.8, and the frozen-dilution method described above 
for richer conditions in arriving at the data plotted with tri
angles in Figs. 1 and 2. Carbon monoxide/air flames are much 
stronger emitters of radiation than are hydrogen/air flames, 
with a value of ap just over 1.0 m~' for stoichiometric con
ditions. The primary reason is that CO flames contain much 
less nitrogen than H2 flames. Secondarily, because CO is in
frared active, ap is greater than zero even when $ ' =$ m a x . The 
solid triangles in Fig. 1 indicate that for these mixtures, equi
librium predicts that solid carbon should be present, and that 
the frozen-dilution approximation (without soot) has been in
corporated. 

An empirical fit of the narrow-band data yields the following 
equations for the Planck-mean absorption coefficient for at
mospheric air/CO mixtures. 

a p , C o ( * ' < l ) = 0.0021$'[(7.08-$')/(0.17 + * ' ) ] 4 ' ' 

/(exp[0.192(7.08- *')/(0.17 + * ' ) ] - 1 ) (10a) 

a / , , c o ( * ' s l ) = 0.11[(11.4 + * ' ) / (3.88-* ' )] 3 , 4 / (11.4 + * ' ) 

/(exp[0.192(11.4 + * ' ) / ( 3 . 8 8 - * ' ) ] - l ) (106) 

The solid lines in Figs. 1 and 2 demonstrate reasonable fidelity 
between Eq. (10) and the narrow-band model. However, a 
simplistic model based upon a single vibrational band is unable 
to duplicate the complex behavior of ap predicted by the so
phisticated narrow-band model for values of * ' between 0.2 
and 0.6 due to the nonlinear temperature dependence of the 
multiple and combination bands of C0 2 . 

Lean Regions of Cx"RyOz/Ait Diffusion Flames. The con
centrations of H 2 0 and C0 2 , and to a lesser extent CO, in 
laminar hydrocarbon flames are close to their equilibrium val
ues under lean conditions (Sivathanu and Faeth, 1990). For 
the purpose of the radiation calculations here, it will be as
sumed that equilibrium holds at the local equivalence ratio 
( $ ' < 1) for any combination of C, H, and O in the fuel, and 
for turbulent flames in general away from extinction condi
tions. Rather than curve-fitting the calculations of ap from the 
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NARROW-BAND 
CALCULATION FUEL 

Fig. 3 Planck-mean absorption coefficients for lean combustion of var
ious mixtures of C(s) and H2 in air, as function of * ' . Symbols, narrow
band model with full equilibrium; lines, Eq. (12). 

narrow-band model of each fuel individually, it is more con
venient to express ap as a combination of the absorption prop
erties of hydrogen and carbon flames. 

An empirical equation for lean carbon/air combustion has 
been reported by Grosshandler and Thurlow (1991) as follows: 

a p , c ( * ' < l ) = 3.1$' 

/ f (0.164 + *')"'4[exp(l. 34/(0.164 + * ' ) ) - ! ] ) . (11) 
Inspection of the narrow-band calculations for methane (x = 1, 
y = 4, z = 0) reveals that the absorption coefficient is about 
midway between the values for pure carbon and pure hydrogen 
at the same value of $ ' . Therefore, the following mixing rule 
is suggested for a general hydrocarbon (no fuel oxygen) under 
lean, atmospheric conditions: 

aP,cxHy (* ' ^ 1) = (4* flp,c+y aP:m) /{Ax+y) (12) 

Equation (12) is plotted in Fig. 3 for three different C/H ratios, 
and can be compared to the narrow-band calculations based 
upon equilibrium concentrations from a fuel composed of 
mixtures of C(s) and H2. The C/H ratios shown duplicate 
ethyne, ethene, and methane. By choosing carbon and hydro
gen as the fuel, the variations in enthalpy of formation of 
different hydrocarbons are ignored. This can affect the adi-
abatic flame temperature somewhat, but the major features 
of the absorption coefficient are retained and the generality 
afforded by a single equation for all C/H ratios justifies the 
approximation. For the important case of methane, whether 
or not the correct enthalpy of formation is used has little effect, 
as can be seen by comparing the data for CH4 in Fig. 1 with 
the narrow-band data of C(s) + 2H2 in Fig. 3. 

When oxygen atoms are present in the parent fuel (z> 1), 
the effect is to concentrate the radiating species since less air, 
and thus, less N2, is present for a given value of $ ' . Through 
a bit of algebraic manipulation, the narrow-band calculations 
for lean methanol, ethanol, propanol, and acetone can be 
empirically fit by modifying Eq. (12) as follows: 

^ , c * W * ' ^ l ) = [ l + z [ ( 1 9 . 0 4 x + ( 4 . 7 6 + $ ' M / 

(19.04x+(4.76 + $')j> + 2* ' -9 .52) - l ] )a p , C f H . y (* ' ) (13) 

Figure 4 compares Eq. (13) to the narrow-band calculations 
for four singly oxygenated fuels. The appropriate enthalpy of 
formation for the liquid fuels has been used in the STANJAN 
equilibrium calculations. 

Rich Regions of Methane/Air and Methanol/Air Diffusion 
Flames. Full equilibrium is not a good model for methane 
flames when $ ' > 1 . 2 5 based upon numerous studies, which 

Fig. 4 Planck-mean absorption coefficients for lean combustion of al
cohols and acetone in air, as function of * ' . Symbols, narrow-band model 
with full equilibrium; lines, Eq. (13). 

have shown that actual C 0 2 and H 2 0 levels are greater than 
equilibrium and CO concentrations are much below what equi
librium would predict. Jeng and Faeth (1984) have plotted 
state relations for the major products of reaction in a methane/ 
air flame. Bilger and Starner (1983) have developed a model 
for the composition of methane/air flames based upon a con
strained equilibrium approach, which approximates the ab
solute concentrations of C0 2 , CO, H 2 0, CH4, and hydrocarbon 
intermediates (as C2H4). 

Equilibrium predicts that soot should form when the mod
ified equivalence ratio exceeds 3.0. While a small amount of 
soot is common in a methane flame, the nonluminous radiation 
is a major contributor to the total radiant flux. The radiating 
gases for rich methane/air mixtures have been approximated 
in the present article by equilibrium up to the first evidence 
of soot (<&' =3), and then by frozen-dilution as described in 
the case of rich CO oxidation for $ ' between 3 and its max
imum value, 18.16. While the adiabatic temperature and ab
solute concentration of CO are overpredicted relative to the 
constrained model of Starner and Bilger, the effect on the 
absorption coefficient is not large. 

Figure 2 contains the data from the narrow-band calculations 
of aPiCH4 f ° r ricn» atmospheric pressure methane/air mixtures, 
and which are approximated with the following empirical 
expression: 

ait,,CH4(*'&l) = 2.1(2.4 + *')[(22.6 + $ ' ) / ( 2 3 . 4 - * ' ) 2 V 

|(22.6 + *')[exp(0.4(22.6 + * ' ) / ( 2 3 . 4 - * ' ) ) - l ] ) - (14) 
The filled-in stars indicate that the nonluminous radiating mix
ture has been approximated using the frozen-dilution assump
tion. 

Methanol does not form soot (even though condensed car
bon is thermodynamically favored when * ' >5.2), making it 
easier to model than methane in one respect. When using the 
frozen-dilution approach, though, one is faced with evaluating 
the contribution of CH3OH, itself, to the absorption coeffi
cient. While the infrared spectrum of methanol is well known, 
quantitative narrow-band models have not been developed. 
The major infrared bands of methanol lie between 2.7 and 9.7 
jtim, and their integrated strength is related to the mass involved 
with the vibrational and rotational motion of the molecule. 
Carbon monoxide has a molecular weight 88 percent that of 
methanol and strong band at 4.67 ^m. As a rough approxi
mation, a lower bound on the absorption properties of CH3OH 
has been found by treating the unburned fuel as if it behaved 
as CO. 
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The circles in Fig. 2 are data from the narrow-band model, 
with the closed symbols indicating that the methanol contri
bution to ap is estimated as CO and using the frozen-dilution 
scheme. Interestingly, for reduced equivalence ratios up to 0.7, 
the methanol combustion produces higher values of ap than 
either the methane or carbon monoxide flames plotted in Fig. 
2. This cannot be attributed to the way in which the absorption 
properties of CH3OH are computed because the fuel concen
tration is relatively low and the approximations involved should 
lead to an underestimation. An empirical mixing rule for meth
anol is proposed that treats «P,CH30H as behaving like methane 
combustion for stoichiometric conditions and like carbon mon
oxide for the pure fuel case, viz., 

« P , C H 3 0 H ( * ' 5: l ) = «p ,CH4(* ' ) 

+ [ (* ' - l ) / ( *^ a x - l ) ] 3 [ a p , co (* ' ) -« P , cH4(* ' ) ] . (15) 
This equation is plotted as a dotted line in Fig. 2. 

Extension to Rich Regions of Other Diffusion 
Flames. These are three major difficulties associated with the 
extension of the current technique to the rich combustion of 
multiple-carbon fuels: (/) serious deviations of gaseous species 
concentrations from local equilibrium, (;7) the presence of a 
significant soot concentration, and (Hi) the lack of narrow
band models for the fuel species. Becker (1974) circumvented 
all three difficulties when modeling a turbulent propane/air 
diffusion flame by ignoring the radiation from soot and the 
parent fuel. He computed the composition of the products by 
assuming equilibrium for slightly rich mixtures, no C0 2 once 
the equivalence ratio exceeded 2, and neither C0 2 nor H 2 0 
beyond a rich limit. This technique for estimating composition 
can be shown to be about equivalent to the equilibrium/frozen-
dilution method used in the present study. 

Bilger and Starner (1983) applied their partial equilibrium 
model to a propane/air flame as well. The CO, C0 2 , H 2 0 , 
and hydrocarbon concentrations are predicted reasonably well 
(when compared to full equilibrium), but neither soot nor 
radiation from the flame have been included. Sivathanu and 
Faeth (1990) reviewed the extensive work from their own lab
oratory on state relationships for the major radiating products 
in methane and ethene flames, as well as the data of others 
on laminar propane (Tsuji and Yamaoka, 1968) and heptane 
(Abdel-Khalik et al., 1974; Kent and Williams, 1975) flames. 
Faeth's method is very promising for determining the gaseous 
radiating species, but a satisfactory technique for dealing with 
soot, which may dominate the radiation, is not yet available. 
Grosshandler and Thurlow (1991) discuss a crude approxi
mation to estimate the soot levels in a general hydrocarbon 
flame, and estimated that the Planck-mean absorption coef
ficient from the condensed carbon could exceed the contri
bution from the gaseous species by over a factor of fifty. 

There are preliminary data to suggest that a mass-weighted 
absorption coefficient of methane may provide a useful ap
proximation to gaseous higher hydrocarbons (Ffamdan and 
Grosshandler, 1985), and this is the technique used in the 
previous study by Grosshandler and Thurlow (1991). Lacking 
narrow-band models for oxygenated fuels, the following 
expression, based upon the number of bonds in the molecule, 
n, is also a possibility for approximating the absorption coef
ficient of the pure fuel: 

ap,Cx\iyOz ( * ' S 1) * flp,CH4 ( * ' ) 

+ [ ( # ' - l ) / ( $ i ; a x - l ) ] 3 [ a / ; , C o ( * ' ) - ( l + z - « / 4 ) a p , c H 4 ( * ' ) ] 
(16) 

Grosshandler (1991) used a similar approach for rich regions 
of ethanol, propanol, and acetone diffusion flames. 

Pressure and Pathlength Corrections. Because combustion 
gases are highly nongray, the value of ap calculated varies with 
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Fig. 5 Relative Planck-mean absorption coefficients for stoichiometric 
combustion of mixtures of C(s) and H2 in air at one atmosphere, as 
function of pathlength over which calculation is performed. Reference 
length is 0.0001 m. Symbols, narrow-band model; lines, Eq. (18). 

the choice of the pathlength. The expressions for the Planck-
mean absorption coefficient presented above are valid strictly 
speaking only when the element length is equal to 10 ~4 m and 
the total pressure is 1 atm. In most cases such a small element 
size is inconvenient or incompatible with the flow field being 
modeled. Under those circumstances the Planck-mean ab
sorption coefficient should be replaced by an effective ab
sorption coefficient, aeff, found from the Planck-mean 
transmittance; that is, 

aeff= - \ In *-]'&,„ exp(-a/,)c??j/((774) /L. (17) 

In the optically thin limit, aeff found from Eq. (17) is identical 
to ap. Figure 5 is a plot of the Planck-mean absorption coef
ficient versus pathlength, normalized by apfi, the value com
puted for a pathlength of 10~4 m. The results shown apply to 
stoichiometric conditions, and vary with $ ' and the carbon 
fraction. The effect of increasing pathlength is to decrease the 
Planck-mean absorption coefficient significantly. Hydrogen is 
less sensitive to variations in pathlength because its products 
of combustion are closer to the absolute optically thin limit. 
Fuels with a higher carbon fraction are more sensitive. 

A number of calculations were also performed with the total 
pressure varied between 1.0 and 50 atm. The following em
pirical equation relates the absorption coefficient at any total 
pressure and pathlength to its value at 1 atm and 0.0001 m, 
ap,o-

ae!f(P,L)=aPiOP(\0*PLf, (18) 

with @= -0.28(aPi0 PL)l/2. 
The effective absorption coefficient is plotted in Fig. 5 for 

carbon, hydrogen, and model ethene with the total pressure 
fixed at one atmosphere. The agreement is satisfactory as long 
as the pathlength is below 0.01 m, suggesting that care be taken 
for calculations involving individual elements greater than 0.01 
m in length. 

Correcting for Heat Loss. Since the purpose of computing 
the radiation source term is to account for heat loss from the 
flame, it is necessary to estimate the effect of temperature 
change on the value of ap calculated. Assuming the effects of 
temperature are confined to the exponential and fourth-power 
terms in Eq. (5), the following equation can be used to adjust 
for nonadiabatic behavior: 

ap(T)=ap(Ta)(Ta/T)\exp(T1/Ta) 
- l ] / [ e x p ( r 1 / D - l ] (19) 

Ta and T, are the adiabatic temperatures at the local and 
stoichiometric equivalence ratios, respectively. 

The accuracy of Eq. (19) varies somewhat with the equiv-
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Fig. 6 Incident-mean absorption coefficient for products of ethanol 
combustion under stoichiometric (#' = 1) and rich ($' =8) conditions, 
as a function of the temperature of incident radiation. Solid line, narrow
band calculation; dashed line, Eq. (20). 

alence ratio and carbon fraction, but for temperatures within 
a few hundred degrees of the adiabatic condition, the equation 
can be expected to track absolute variations within 20 percent 
of the narrow-band model. 

Incident-Mean Absorption Coefficient. The Planck-mean 
absorption coefficient (or more properly, ae!!) is used to de
termine the local radiative flux leaving any portion of the flame 
volume. To estimate the amount of radiative energy absorbed 
from a gray, isothermal boundary, the incident-mean absorp
tion coefficient, ah needs to be used. As a first approximation 
to adjust for the two temperatures that are involved in such 
a calculation, Cess and Mighdoll (1967) suggest that the Planck-
mean can be used if it is evaluated at the wall temperature and 
then multiplied by the ratio of the wall and local temperatures; 
i.e., 

a,(Tm T)=ap(Tw)(Tw/T) (20) 

The accuracy of this approach has been tested for ethanol 
flames (approximated as CO + CH4 in accordance with Eq. 
(16)) (Grosshandler, 1991) with a variety of wall temperatures 
and equivalence ratios by using RADCAL to integrate nu
merically a, weighted with the Planck function at Tw. Equation 
(20) was found to model the general trend of the narrow-band 
calculations, but discrepancies of over 30 percent were not 
uncommon. Best agreement occurs for 0.5 < T„/T< 1.2. Fig
ure 6 gives two examples, one representing the stoichiometric 
region subjected to a subadiabatic wall, and the other the cooler 
fuel-rich region exposed to a hotter wall. In both cases the 
wall is black and the gas volume is optically thin. 

If the incident intensity emanates from a highly nongray 
source, such as from a different region in the flame, a, can 
change dramatically. For example, if the radiation from a 0.10-
m-thick stoichiometric region of an ethanol flame at 1964 K 
is incident upon a volume of gas with <£' of 8 and 7=491 K, 
then the narrow-band model predicts that a-, is 22 m _ 1 , as 
compared to 6.5 m" 1 found when the radiating layer is only 
0.0001 m thick. Equation (20), which assumes the source is 
gray at 1964 K, predicts a value of only 3.2 m" 1 for «,•. The 
Planck-mean would better approximate a, than Eq. (20) in this 
case since it is equal 6.5 m _ 1 . 

Summary 

The absorption coefficient has been calculated for air/H2, 
/CO, /CH4 , /CH3OH, and /C2H5OH mixtures as a function 
of the modified equivalence ratio. For these lightly sooting 
fuels, as well as for lean regions of general hydrocarbon fuels, 
the nongray gaseous radiation plays a significant role in the 
energy transport. The algebraic expressions developed in Eqs. 
(9)—(15) are proposed for the effective absorption coefficient 
(equivalent to the Planck-mean under optically thin condi
tions), which eliminate the need for time-consuming spectral 
band calculations. This is an important consideration when 
choosing a radiation model for simulating nonpremixed tur
bulent combustion, making the approach compatible with gen
eralized state relationships and the conserved scalar technique. 

Under fuel-lean conditions the more complex fuels behave 
similarly, with ap reaching a maximum between 1.3 and 1.4 
m _ 1 for $ ' =0.4 and between 0.7 and 0.8 m _ 1 under stoichi
ometric conditions. Carbon monoxide combustion products 
emit more strongly and methane products less strongly, and 
hydrogen the least with «p,H2($' = 1) = 0.28 m"1 . The absorp
tion coefficient is predicted to be much larger in very fuel-rich 
regions of the flame, reaching a maximum close to 5 rcT' for 
CO and CH4. 

The results of this study can be applied to the nonluminous 
region of any QHyOj non-premixed flame as long as limita
tions of the analysis are kept in mind. Accuracy is highest when 
equilibrium defines the local thermodynamic state ( $ ' < 1.1 
for fuels other than H2 and CO) and when the computational 
cells are kept below 0.01 m in length. The problem of estimating 
the influx of radiation from the surrounding volume remains 
since a, is inherently not a local property, but for optically thin 
flames or those with gray boundaries dominated by a single 
temperature, the algebraic expressions presented here apply. 
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Peclet number motion through a gray, nonscattering, absorbing, emitting, and 
conducting infinite medium. The coupled formulation of the energy and radiative 
transfer equations is solved numerically. The radiative transfer equation is expressed 
in a unique spatial/directional coordinate system, whose object is to exploit the 
axisymmetry of the problem. The radiation intensity field is solved using the discrete 
ordinates method. Results are presented in terms of the Planck and Peclet numbers, 
and serve as a combined radiation/convection analog to the well-known Nusselt 
number result for a radiatively nonparticipating medium. 

Introduction 
Although heat transfer by conduction and convection from 

a sphere in motion through an infinite medium has been ex
tensively addressed in the literature, the case in which the 
medium is also radiatively participating has received little at
tention. In such a medium, the combined modes of heat trans
fer give rise to temperature profiles distinct from those resulting 
from either radiation or convection alone. It is necessary to 
perform a combined mode heat transfer analysis in such cases; 
it is not accurate simply to add together heat flux correlations 
taken from independent analyses of either mode. 

In nonradiating problems, heat transfer correlations are de
rived by considering the sphere to be the inner surface of a 
spherical annulus, where the outer surface is expanded to in
finity, In the case of the decoupled momentum and energy 
equations, and a known velocity field, the energy analysis in 
this annulus reduces to solution of a second-order differential 
equation. In the present radiatively participating case an in
finite spherical annulus is likewise addressed, although the 
analysis is considerably more involved. Radiation heat transfer 
terms in the energy equation are governed by the continuous 
radiation intensity, which is the solution of the radiative trans
fer equation. In the present problem it is necessary to solve a 
coupled formulation for temperature (energy) and radiation 
intensity in the thermal boundary layer around the sphere. The 
results of the present analysis, either in graphic or correlation 
equation form, express heat transfer between a spherical body 
in motion through a radiatively participating, gray, continuous 
medium, developed in a manner analogous to the widely used 
correlations for the special case of a radiatively nonpartici
pating medium. 

The radiation part of the present problem is the most dif
ficult, and hence is the focus of our analysis. Spherically sym
metric (no flow) heat transfer by radiation alone in a spherical 
annulus has been solved by a variety of methods. Ryhming 
(1966) and Viskanta and Crosbie (1967) presented coupled 
temperature and intensity solutions by applying an exponential 
integral solution for the radiative transfer, outlined by Kuz-
netsov in a 1951 Russian language paper. Viskanta and Mer-
riam (1968) included conduction in the medium in a similar 
analysis. Bayazitoglu and Suryanarayana (1989) developed 
closed-form solutions to the pure radiation problem using the 
spherical harmonics method. Tsai et al. (1989) addressed the 
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radiative transfer for an assumed temperature profile using 
the discrete ordinates method. These analyses are all one-di
mensional in that there is only radial variation in the temper
ature, leading to spatial radial symmetry. The variation of 
intensity with direction may be expressed in a single angular 
coordinate, as these problems are directionally radially sym
metric as well. The present problem, flow over a sphere, is 
spatially two-dimensional and axisymmetric. The resulting ra
diative transfer expression must involve two angular coordi
nates. Therefore, none of the previous solutions for radiative 
transfer in a spherical annulus apply directly to the present 
problem. 

We have applied the discrete ordinates method to solution 
of the radiative transfer equation. This is a differential method, 
which may be integrated easily into the computational grid for 
the conduction/convection side of the problem. Recalling that 
radiation intensity is a quantity varying spatially (in two di
mensions) and directionally (in two dimensions), the discrete 
ordinates method may be described as a finite difference rep
resentation of the problem (in four dimensions), where the 
spatial grid is chosen to suit the problem, and the directional 
grid is chosen to satisfy a quadrature. The mathematics of the 
discrete ordinates method are treated in several texts, such as 
Lewis and Miller (1984). Application to radiation heat transfer 
problems is discussed in a series of papers by Fiveland (1984, 
1987, 1988) and Truelove (1987, 1988), among others, who 
have addressed radiation problems in up to three spatial di
mensions in Cartesian media. In Cartesian media, the radiative 
transfer equation contains only spatial derivatives. However, 
curvilinear media involve directional derivatives as well. 

The discrete ordinates method has been used to solve the 
radiation part of coupled energy and radiative transfer equa
tion formulations by several authors in Cartesian as well as 
curvilinear media. Kumar et al. (1988) showed a formulation 
for combined radiation and convection in flow between infinite 
parallel plates. Yucel and Williams (1987) and Jamaluddin and 
Smith (1988) studied combined radiation and conduction in 
cylindrical media. Jones and Bayazitoglu (1990a) addressed 
the problem of a sphere in an infinite medium with no con
vection. In the present problem, coupled energy/radiation 
analysis using the discrete ordinates method is extended to 
spherical media with axial (directionally two-dimensional) 
rather than radial (one-dimensional) symmetry. 

Analysis 
The geometry of the problem is illustrated in Fig. 1 as an 

axisymmetric slice of a spherical annulus. Assuming steady 
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Fig. 1 Spherical body in motion through a gray, absorbing, emitting, F i9- 2 Spatial/directional coordinate system for use in spatially sprier-
conducting medium i ca l- axisymmetric geometries 

state, constant properties, an index of refraction of unity, and 
Kirchoff's law, the energy equation may be written: 

PCpY-VT-kV2T+4KobT
4-K\ IdQ = 0 

J dor 
(1) 

where the radiation intensity lis integrated over the directional 
element of solid angle, dQ,. We assume that the medium is 
gray, so that K is a spectrally averaged absorption coefficient. 
The velocity field is assumed to be known. Equation (1) may 
be written in scalar form in r and <f> in the usual way. 

We assume that the medium is nonscattering. A principal 
application for this analysis is to express the interphase heat 
transfer term in gas/particle flows. In such flows, the principal 
scattering mode is scattering from the particles or droplets 
themselves. The present problem represents only a single par
ticle, surrounded by the continuous medium in pure (non-
particle-laden) form. Although it may be possible for very small 
particles nearby to effect significant scattering, we neglect this 
for the sake of clarity. The present analysis could be extended 
to include scattering in a straightforward manner, as, for in
stance, in Kim and Lee (1988). The present analysis might be 
regarded as an inner, single-particle problem, where the outer, 
multiparticle problem would involve both interparticle scat
tering and the inner problem heat transfer results. The radiative 
transfer equation may thus be written: 

d I j . T ff*T"t 
— + KI = K — 7 
ds ir 

(2) 

where the radiation intensity / and the differential path length 
ds are functions of both spatial variables and the two angular 
variables necessary to define the direction. 

The unique spatial/directional coordinate system used in this 
problem is illustrated in Fig. 2. The spatial point is defined by 
r and 4>, where <f> lies in an axisymmetric plane defined by 
the polar axis (the azimuthal angle). In spherically symmetric 
problems, the commonly used coordinate system is an efficient 
coordinate system as spherical symmetric implies independence 
from the azimuthal angle. 

In the present problem, flow over the sphere violates spher
ical symmetry, leading instead to axisymmetry. We choose a 
spatial/directional coordinate system for this axisymmetric 
problem (Fig. 2), which allows us to represent directions that 
lie in the plane of axisymmetry (and in parallel planes) using 
one scalar variable, as opposed to a combination of the polar 
and azimuthal angles necessary with the more commonly used 
coordinate system. The present coordinate system is explained 
as follows: The polar axis is normal to the plane of axisymmetry 
(n in Fig. 2), and the polar angle, a, is the angle away from 
the polar axis (a = 7r/2 lies in the plane of axisymmetry). The 
azimuthal angle, 7, represents rotation about the polar axis 
(parallel to the plane of symmetry), using the radial direction 
as a starting point. 

(n in Fig. 2), and the polar angle, a, is the angle away from 
the polar axis (a = ir/2 lies in the plane of axisymmetry). The 
azimuthal angle, 7, represents rotation about the polar axis 
(parallel to the plane of symmetry), using the radial direction 
as a starting point. 

The intensity pathlength derivative for the spatial/direc
tional coordinate system is derived by Jones (1990) for the 
coordinate system of Fig. 2: 

dl 1 . d 2^ sin a sin 7 d . JN — = ^ s i n a c o s 7 — (Ir ) + — — — (7sin0) 
ds r or rsm<j> d4> 

1 / s i n 7 \ d sin a 0 
+ - | COS7 + - — - I — ( / c o s a ) - — (/sin7) 

tan </>/ da r dy 
(3) 

Energy equation temperature boundary conditions include 
the temperatures on the sphere's surface and at the far field 
boundary: 

T(r„4i) = T, (4a) 

T(r^<j>)=Tm (4b) 

as well as leading and trailing edge conditions: 

oT 
•^(r, 0) = 0 (5a) 

dT 
•^(r, TT) = 0 (5b) 

The radiative transfer equation is first order, requiring only 
one intensity boundary condition in each variable. However, 
the known boundary conditions apply to divided ranges of 
direction. Thus, for diffuse emission and reflection from an 
opaque, gray sphere, we write: 

I(rs, 4>, a, 70Ut) 

!

3 T T / 2 pTT 

I(rs, <j>, a, yin)sin2 a cosy da dy = e ^ r / + ( i 
7T IT 

(6a) 

where 7out on the left side denotes that the boundary condition 
' is given only for those directions facing away from the sphere's 
surface, and the integration range for 7 on the right side in
cludes only those directions facing toward the surface. For 
directions toward the sphere, we assume a black, diffuse, far 
field boundary condition: 

/(/"<», 4>, ot, yia) = —Ti 
IT 

(6b) 

Leading and trailing edge boundary conditions also apply to 
the radiation intensity: 
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a/ 
d<t> 

dl_ 

d<j> 

(r, 0, a, 7) = 0; 0 < 7 < i r 

(r, TT, a, 7) = 0; ir<y<2ir 

(7fl) 
pared to the temperature estimate, a new estimate formed by 
overrelaxing the estimation error, and the loop is repeated until 
convergence is achieved. The energy equation-is multiplied by 

(jb) an element of volume, 2irr2 sin 4> d<j> dr, and integrated between 

where the spatial location of the boundary condition is again 
divided by directional range. The problem is symmetric across 
the plane of axisymmetry, so for the directional polar angle 
we have: 

*(''*' 2'^=° (8) 

The radiation intensity is continuous through a 2ir rotation of 
7. Parallel to the plane of axisymmetry plane we have: 

I(r, <t>, a, 0) = I(r,<t>, a, 2TT) (9) 

While the spatial grid for numerical solution is chosen to 
suit the problem, the directional grid is chosen as a specific 
set of directions (ordinates) and their associated integration 
weights. In the present two-dimensional quadrature, each or
dinate is specified by a pair (a/, ym)> where 1 < / < L and 
\<m<M, and we follow the suggestion of Abu-Shumays 
(1977) by letting w/im= w,wm. Fiveland (1987) noted that nu
merical stability is enhanced if the weights for each coordinate 
are equal. Thus, we allow wt= wL for all /, and likewise wm = wM. 
In the present problem, we choose an unconstrained distri
bution of 7(rotation parallel to the plane of axisymmetry), 
y„, = (in =l/2)Ay, where Ay = 2ir/M. The weight w,„ is then 
solved from the 7 component of the first (flux) moment of 
area, integrated over an octant of the directional unit sphere, 
fi = 47r: 

pvr/2 MM 

cos7tfy= Y!coS7„ (10a) 

The weight W/is solved from the zeroth moment over an octant: 

J
TT/2 p7r/2 M/4 L 

J smadady = ̂ =YJYi^iWm (106) 

We choose an even cosine distribution for the a /s , thus fa
voring directions near the plane of axisymmetry. Thus 
a /=(L+ l/2-/)[A(cos a)], and the complete first moment of 
area integrated over an octant: 
,x/2 „r/2 

\ sin2 a cos ydady = — 
n Jn 4 

2 ^ s i n a , c o s 7 f f l w, wm (10c) 

serves to define A(cos a). Table 1 shows the a ordinates cor
responding to a quadrature of fourth order in a (note that for 
the axisymmetric problem, only the half range 0 < a < -K/2 need 
be considered). 

For ultimate solution, the overall numerical scheme is to 
estimate temperature, solve the radiative transfer equation for 
the temperature estimate, and use the resulting intensity to 
solve the energy equation with the T4 term linearized about 
the temperature estimate. The temperature solution is then corn-

Table 1 Ordinates for a quadrature of fourth order in the 
direction angle out of the axisymmetric plane (a = ir/2 lies in 
the axisymmetric plane) 

/ «/ Wi 

1 
2 
3 
4 

0.47139 
0.88099 
1.17902 
1.44317 

0.25 
0.25 
0.25 
0.25 

and rj+\/2, and between and <t>k+i/2, to reach the 'j-l/2 
final form of the finite difference equation. A variable grid is 
used in r to provide very fine spacing near the sphere's surface 
and expand to very large values for the outer boundary. A 
uniform grid is used in the </> direction. The energy equation 
is block tridiagonal and could be solved with a block matrix 
version of the Thomas algorithm; however, since iteration is 
already required for the linearized terms, the more rapid, it
erative solution method of alternating direction implicit (ADI, 
see Anderson et al., 1984) is used to solve the energy equation 
in the rand 4> directions. For convergence to within 0.1 percent, 
about 25 iterations are required for combined mode (neither 
radiation or convection dominated) or convection-dominated 
cases. Radiation-dominated cases require many more itera
tions, but no instance of solution divergence is found. 

The radiative transfer equation is multiplied by an element 
of volume and solid angle, 2-xr2 sin </> d4> dr sin a da dy, and 
integrated over Ar, A4>, and the solid angle element. Partial 
derivatives are formulated over the computational cells by 
assuming linear forms by the intensity in each cell over each 
variable. 

The conservative form of the intensity pathlength derivative, 
Eq. (3), is used to promote numerical stability. However, in 
this form, it arises that dl/ds^Q for constant / i n a direct 
discretization (Lewis and Miller, 1984). The discretized equa
tion is brought back into balance (dl/ds = 0 for constant 7) by 
altering the difference coefficients for the angular terms, as 
described in Jones and Bayazitoglu (1990b). 

The radiative transfer equation is solved for the current 
temperature estimate using nested marching algorithms in the 
explicitly bound variables r, 4>, and a. In 7, continuity provides 
only an implicit boundary condition. Hence, the r, <f>, and a 
dependencies are solved for an assumed 7 distribution, fol
lowed by iterations to solve the correct 7 dependence. Due to 
the large number of intensity values over the four-dimensional 
range, convergence is judged by convergence of the radiation 
heat flux in two dimensions. Generally three to four cycles are 
sufficient, using the intensity values from the previous tem
perature iteration to start the process. 

The steep temperature gradients near the sphere surface dic
tate a fairly fine radial grid for accurate temperature profile 
representation. A non-uniform radial grid of 72 points pro
duces the results reported here. Coarser grids usually result in 
underprediction of heat flux from the sphere surface, although 
if heat flux alone is of interest (as opposed to temperature 
profile), smaller radial grids are often found to give acceptable 
results. This general criterion applied to judge grid fineness is 
agreement within 1 percent with the heat flux computed in the 
special cases reported by Viskanta and Crosbie (1967) and by 
Tsai et al. (1989) (no flow, finite spherical annulus, radiation 
only). A polar angular quadrature of four points (in the half 
range 0<a<7r /2) and a uniform azimuthal grid of 16 points 
(in the range 0 < 7 < 2 T T ; hence four by four or 16 ordinates in 
each octant) is found to be the coarsest grid conforming to 1 
percent agreement with the test cases. Coarser grids lead both 
to overprediction of heat flux and numerical instability. Ray 
effects are mitigated in this problem by temperature field 
smoothing due to conduction/convection. 

Results and Discussion 
The controlling parameters of the solution are illustrated by 

nondimensional forms of the energy and radiative transfer 
equations. Using the radiative transfer equation to substitute 
dl/ds for the radiation terms, we write: 
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PI {
2 T f IT i »\ 

1 -3 sin a cos y — (f 2$)sin a J a cfy 
o Jo S of 

1 f ^ f ' s i n a s i n Y 3 . 
+ :FST — T " — — ( s i n </>*)sm ac t a ofy 

PI J0 J0 fsm</> 90 
1 f ^ T l / s in T \ 9 

\ \ -(COS7 + - — - J — (cos a *)sin a da dy PI, 
, COS 7 + . 

fV tmcjilda 
1 f ^ r ' s i n a 9 

- — \ \ —— — (sm 7*)sm a da dy 
PI Jn Jn f f 97 

1 d / 2dQ 

r 2 arv ary Tf2sm090 
a / . ae 

sm</>— 
30 

Pe V\se lAv\ae 
t / /3 f + r \ t / / 30 

= 0 (11) 

where G= 777^, $ = //4trftTj, and £=r/rs. The first group of 
four terms in Eq. (11) is the radiation part of the energy 
equation, the second group is the conduction part, and the 
third group is the advection part. The radiation part is governed 
by the Planck number, PI = k/{ArsabT$, and the advection part 
by the Peclet number, Pe = (2UrspcP)/k. The Planck number 
results instead of the more familiar Stark number (N= PI nrs) 
because the medium radial coordinate, r, is nondimensional
ized by the sphere radius, rs, rather than by the absorption 
coefficient, K. The radiative transfer equation is written: 

1 . 3 , , „ sin a sin 7 3 , . 
- j sin a cos y — (f $) + „ • , T 7 ( s l n < W 
f 3r fs in0 30 

l / s i n 7 \ 3 sin a 3 
+ -ICOS7 + - — - I — ( c o s a * ) - — — —(sin7*) 

f\ tan 0 / 3 a f 37 

+ * ( ^ ) = j - ( ^ ) e 4 (12) 

to illustrate the governing parameter ws; the importance of es 

is indicated by the boundary conditions. Note that icrs is the 
nondimensionalized radius of the sphere rather than any phys
ically meaningful optical thickness, as the region inside rs is 
not part of the medium. Further, due to the nonlinear influence 
of 9 upon $, the temperature ratio Ts/Tm is also a governing 
parameter. Summarizing, the important parameters in this 
problem are PI, Pe, nrs, es, and Ts/T„. The rather large number 
of controlling parameters, as compared to conduction/con
vection without radiation, is a result of the combined mode 
nature of the problem. In pure radiation, for instance, it may 
be possible to nondimensionalize heat flux in such a way as 
to remove nrs from the parameter list. However, with combined 
modes, this is not justifiable. 

Figure 3 shows the nondimensionalized heat flux leaving the 
surface of a black sphere hotter than the surrounding medium 
for a variety of PI and Ts/Tx, as a function of Krs, for Pe = 0. 
The results are nondimensionalized by the factor [07, (Tj— Ti) 
+ k(Ts— T„)/2rs] in order to be bounded over the entire range 
from radiation-dominated to conduction-dominated cases (In 
viewing Fig. 3 from the point of determining the increase in 
heat flux calculated by considering a conduction-dominated 
case to which radiation effects have been added, the nondi-
mensionalizing basis must be kept in mind.) Note that in the -
Pe = 0 case, the problem is spatially one dimensional. For high 
PI, the result is dominated by conduction, and approximates 
the familiar result Nu = 2. As K.rs increases, radiation begins to 
have an effect. At low PI, a radiation-dominated case, the pure 
radiation result of q/ob (TJ- Tt) versus icrs is nearly recovered. 
At Pl = l, clearly a combined mode case, variation with Ts/T„ 
is more apparent due to dependence of each heat transfer mode 
on a different order of T. It is interesting to note the finite 
outer-annular radius, which must be employed computation-

*|£f 

V 

cd 

X 

1 0.2 0.5 1 2 5 10 

Non-Dimensional Sphere Radius, Krs 

Fig. 3 Combined radiation and conduction heat flux from a hot, black 
sphere in an infinite medium 

P 
fcT 

+ 

t 
3 
E 

Peclet number, Pe 

Fig. 4 Combined radiation and convection heat flux from a hot, black 
sphere in an infinite medium at low Peclet numbers, for rs/T„ = 1.5 

ally to approach infinite medium heat flux results. Figure 3 
was computed using r„,/rs = 200, which gives results within 0.5 
percent of the infinite medium results in conduction-dominated 
cases. In combined mode and radiation dominated cases it was 
possible to achieve similar accuracy with much smaller com
putational domains. ForPl= 1, r„/rs= 100 was sufficient, while 
for PI = 0.1, only rm/rs= 50 was necessary. 

The energy equation is decoupled from the momentum equa
tion in this problem, and so, in Pe^O cases, any descriptive 
velocity field may be used. We have used the velocity field of 
Stokes flow in the following results (see Panton, 1984): 

U 
vr= - y c o s c 

U , 
y0 = —sm0 

- 3 I - H + 2 

• 3 P I + 4 

(13a) 

(136) 

This velocity field is valid for Reynolds numbers less than one. 
However, for slightly higher Reynolds numbers, the deviation 
of the velocity field from Eqs. (13) due to separation in the 
wake has only a minor effect on heat transfer. 

Figure 4 shows the effect of low Peclet numbers on combined 
radiation and convection heat flux from the surface of a hot, 
black sphere in a gray, nonscattering infinite medium. The 
indicated heat flux is a mean, integrated over the sphere and 
normalized by the surface area. The results in Fig. 4 were 
computed using a spatial angular grid of nine points, which 
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was found to give results within 1 percent of results for a 19-
point grid. Also shown is the convection-only result 
Nu= 1 +(1 +Pe)1/3, which is valid up to a Peclet number of 
about 10. Note that as with the radiation/conduction results, 
inclusion of radiation effects results in a higher overall heat 
flux, but a lqwer nondimensional heat flux due to the effect 
of the nondimensionalizing factor. At high Planck numbers 
the heat flux is dominated by conduction and convection, and 
variation with Pe is similar to variation for convection alone. 
At low PI, the radiation terms in Eq. (11) dominate the con
duction and convection, and Pe does not have an effect. Pre
sumably, at higher Pe, outside the range of Stokes flow, low 
PI cases will show greater variation with Pe. Although the 
objective of this study has focused on low Pe flow, the for
mulation given is general, and results for higher Pe could easily 
be developed. 
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Thermal Analysis and Control for 
Sputtering Deposition of High-r,. 
Superconducting Films 
For the preparation of high-quality films of high-Tc superconductors (HTSC) on 
crystalline substrates, it is necessary to control the substrate temperature accurately 
during deposition. This study shows that thermal radiation heat transfer in the 
deposition chamber governs the substrate temperature. The application of thin-film 
optics yields the emittance of the substrate holder-substrate-film composite as a 
function of the thickness of the growing film. In a single-target off-axis sputtering 
system, the substrate temperature is measured during film deposition using a novel 
method for the attachment of a thermocouple to the substrate front surface. For 
constant heater power, the measurements show a decrease of the substrate temper
ature, in agreement with the theoretical prediction. Based on the substrate emittance 
variation determined in this work, a pyrometric in-situ temperature measurement 
technique can be developed. 

1 Introduction 
The discovery of superconductivity above 90 K in the com

pound YBa2Cu307_6 has opened the door for new applications 
in microwave electronics and in semiconductor-superconduc
tor hybrid devices. For the first time superconductivity occurs 
at temperatures where semiconductor devices perform well. 
These promising applications will require the deposition of 
high-quality superconducting thin films on semiconductor sub
strates. 

Films deposited onto unheated room-temperature substrates 
require an annealing process to become superconducting. Films 
are annealed in an oxygen environment at a temperature of 
about 900°C. This annealing process raises several difficulties. 
First, high temperatures are not compatible with integrated-
circuit technology (Van Duzer, 1988). In addition, chemical 
reaction and interdiffusion between film and substrate degrade 
the superconducting properties. Finally, a difference in the 
thermal expansion coefficients of film and substrate may cause 
microcracks. This problem becomes worse with larger differ
ences between processing and operating temperatures. 

In-situ growth without an annealing process is the most 
feasible solution for these problems. In this procedure, films 
are deposited on a heated substrate and cooled in an oxygen 
environment. Laser ablation and sputtering deposition proc
esses have yielded the best films of high-T^ superconductors 
(Murphy et al., 1988). A critical parameter in the in-situ growth 
process is the temperature of the substrate (Li et al., 1988). It 
influences film orientation, stoichiometry, and crystallinity. 
Since the temperature drop across the deposited film is small, 
the substrate temperature is equal to the film temperature. 
Previous work showed that the substrate temperature must be 
kept between 650°C<7,<800°C to ensure good film quality 
(Norton et al., 1989; Ramesh et al., 1991; Westerheim et al., 
1991a). As it is very difficult to measure the substrate tem
perature directly during deposition, the temperature of the 
substrate holder is usually reported. This temperature can be 
up to 150 K higher than the substrate temperature (Inam et 
al., 1988). It is the purpose of this study to predict and measure 
the substrate temperature during the deposition process. Par-
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Annual Meeting, Dallas, Texas, November 25-30, 1990. Manuscript received 
by the Heat Transfer Division September 24, 1990; revision received July 1, 
1991. Keywords: High-Temperature Phenomena, Materials Processing and Man
ufacturing Processes, Radiation. 

ticular attention is paid to the substrate emittance change caused 
by the film growth. 

The substrate temperature can be determined by analyzing 
the heat transfer between the substrate and the other parts of 
the deposition chamber. Nevis and Tisone (1974) calculated 
the silicon wafer temperature in sputtering and sputter-etching 
systems based on thermal radiation heat transfer. Their results 
showed that the wafer temperature depends significantly on 
the surface emittance. They did not analyze the change of 
emittance during film growth. Thornton and Lamb (1984) 
investigated substrate heating rates by sputtering, but they did 
not extend their study to predict the film temperature. Recently 
Vassenden et al. (1991) investigated the substrate temperature 
change with a simplified heat balance between the substrate 
and the oven. 

This study shows that the substrate temperature can be cal
culated with radiative heat transfer analysis during the sput
tering deposition process. Thin-film optics is employed to 
determine the change of substrate emittance with film thick
ness. The typical thickness of the film is 1 jim, which is of the 
order of magnitude of the wavelength in the near-infrared. 
Interference is expected to influence the radiative properties 
of the film as it grows. This study shows that the emittance 
depends on the optical properties of the substrate, substrate 
holder, and film. To verify the theoretical predictions, the 
substrate temperature is measured in a single-target off-axis 
RF sputtering system during deposition. A miniature ther
mocouple is attached to the substrate by a novel method. The 
comparison between theoretical and experimental results shows 
good agreement. While allowing the verification of the theory 
developed in the present study, this temperature measurement 
technique is not practical in processing. 

The results of this study remove one of the major obstacles 
for the fabrication of high-quality films of high-rc supercon
ductors. The prediction of the substrate temperature permits 
the optimization of the thermal design of sputtering systems. 
This work provides the theoretical basis required for the de
velopment of a time-variant heating procedure to keep the 
substrate temperature constant during deposition, and of in-
situ pyrometric substrate temperature measurement tech
niques. 

2 Heat Transfer Modes in a Sputtering Chamber 
A schematic of the sputtering system used for the study is 

shown in Fig. 1. A general description of sputtering systems 
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Fig. 1 Schematic of a sputtering system for high-ro superconducting 
films: (a) top and side view of the target, substrate, and copper shroud; 
(b) detail of the substrate and the heat shield 

is given by Vossen and Kern (1978). In the off-axis configu
ration, the target and substrate faces are oriented perpendic
ularly to avoid the resputtering associated with negative oxygen 
ions generated at the target. The copper shroud is the ground 
of the electric circuit and is regarded as an enclosure in the 
analysis of radiation heat transfer. All of the parts shown in 
Fig. 1 are placed in a vacuum chamber. The chamber pressure 
is maintained at 18.6 Pa (13.3 Pa Ar, 5.3 Pa 02). 

Radiation is expected to be the main heat transfer mode in 
the low-pressure environment of a deposition chamber. It has 

not been previously reported, however, how much thermal 
conduction and convection contribute to the total heat ex
change, and how these contributions change with the operating 
conditions. Considering the temperature jump between a wall 
and a gas at low pressures using an expression given by De-
vienne (1965), the ratio of the gas conduction heat flux to the 
radiation heat flux, TV, is given by 

7V= 
k(Ts-TE)/[Lc(l + CKn)] 

<XO 1 E 

(1) 

where Ts and TE are substrate and enclosure temperature, 
respectively, Kn is the Knudsen number, Kn = //Z,c, C is a 
constant, a is the Stefan-Boltzmann constant, e and a are the 
substrate emittance and absorptance, respectively. The target 
temperature is equal to that of the enclosure. The length scale 
for conduction, Lc, is the distance between the target and the 
substrate. In the sputtering system of Fig. 1, Lc is approxi
mately 5 cm. The gas thermal conductivity, k, depends on the 
mixture composition and temperature, not on pressure. 

The conductivity of the argon-oxygen mixture was given by 
Bird et al. (1960), 

Xj Kj 

* = £ • 

^*Jy/S •/'=! 
1 + 1 + 

(pvl)i 
1/2 / , f \ 1/4" 

.4 
(2) 

where x is the mole fraction and the subscripts 1 and 2 refer 
to argon and oxygen, respectively. The thermal conductivity 
for each gas is found using the kinetic theory relation (Roh-
senow and Choi, 1961) 

k — - pcvvl (3) 

Nomenclature 

A = 
Cn = 

c = 
d = 

dGE = 

dGs = 

dJE = 

dJs = 

Dg = 

eb = 

ER = 

Ei = 

F = 
S = 

Kn 
/ 

area, m 
specific heat at constant pres
sure, J kg - 1 K ' 1 

specific heat at constant vol
ume, J k g - 1 K ^ 1 

constant, Eq. (1) 
thickness, m 
spectral radiation heat flux ar
riving at enclosure, W m~2 

spectral radiation heat flux ar
riving at substrate, W m~2 

spectral radiation heat flux 
leaving enclosure, W m~2 

spectral radiation heat flux 
leaving substrate, W m~2 

gold film dot diameter, m 
blackbody spectral emissive 
power, W m~3 

average energy required to 
produce one ion, J 
ionization potential, J 
view factor 
gravitational acceleration = 
9.81 m s " 2 

(-D1 /2 

thermal conductivity, 
W i r T ' K - ' 
Knudsen number = l/Lc 

mean free path, m 
characteristic length for con
duction, m 

Lf = 

M = 
n = 
n = 

N = 

O = 

P = 
Q = 

Q = 
r = 

R = 
Ra = 

Rb = 

Rc = 

t = 

T = 

V = 

V = 
x = 
a = 

characteristic length for free 
convection, m 
molecular weight, kg kmol"1 

real part of refractive index 
complex refractive index = 
n + k 
ratio of gas conduction heat 
flux to radiation heat flux 
ratio of gas convection heat 
flux to radiation heat flux 
RF magnetron power, W 
heat flux, W m~2 

heat flow = qA, W 
Fresnel coefficient of reflec
tion 
normal reflectance 
reflectivity of film at vacuum-
film interface 
reflectivity of film at film-
substrate interface 
reflectivity at substrate-sub
strate holder interface 
Fresnel coefficient of trans
mission and time, s 
thermodynamic temperature, 
K 
average molecular speed, 
m s ' 
velocity of gas, m s~' 
mole fraction 
absorptance 

0 

5 
e 
K 

X 
p 
a 

T 

Q 

= 

= 
— 
= 

— 
= 
= 

= 
= 

volumetric thermal expansion 
coefficient, K~' 
complex phase angle, rad 
emittance 
imaginary part of refractive 
index 
wavelength in vacuum, m 
mass density, kg m~3 

Stefan-Boltzmann constant = 
5 .67xl(T 8 W m " 2 K " 4 

transmittance 
thermal resistance, K W"1 

Subscripts 
a 

b 

c 

E 
F 
h 

H 
HS 

P 
S 
T 
0 
1 
2 

= 

= 

= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

interface between vacuum and 
film 
interface between film and 
substrate 
interface between substrate 
and substrate holder 
enclosure 
film 
high-temperature property 
substrate holder 
heat shield 
plasma 
substrate 
target 
vacuum 
argon 
oxygen 
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PRESSURE (Pa) 

Fig. 2 Comparison between conduction, convection, and radiation heat 
transfer in a sputtering chamber 

where ~v is the average molecular speed and / is the mean free 
path. 

If the Knudsen number Kn is of the order of unity, then the 
conduction heat transfer is reduced due to the temperature 
discontinuity at the wall. For the pressure range from 100 Pa 
to 1 Pa, Kn varies from 0.0014 to 0.14. Figure 2 shows the 
result of Eq. (1), fore = 0.7, a = 0.3, and C=5.08 (Devienne, 
1965). In the entire pressure range, thermal conduction heat 
transfer is less than 1 percent of the radiation heat transfer. 
The decrease of N toward lower pressures results from the 
increasing mean free path, leading to an increasing Knudsen 
number. 

The ratio of the gas convection heat flux to the radiation 
heat flux, O, is given by 

O ^ - ^ ^ (4) 

The characteristic velocity V for free convection is scaled as 
(Kays and Crawford, 1980) 

V~^g$Lf{Ts-TE) (5) 

where /3 denotes the volumetric thermal expansion coefficient. 
The length scale for free convection Lf is the height of the 
substrate. For the sputtering system under consideration, 
Lf= 2.5 cm. Figure 2 indicates that unlike N, O shows a strong 
dependence on pressure because of density changes, and in
creases rapidly around 100 Pa. The contribution of convective 
heat transfer cannot be neglected above 100 Pa. 

As shown in Fig. 2, both conduction and convection con
tributions in the ordinary pressure range of a high-7,. super
conductor sputtering system are negligible compared to 
radiation. The present study considers only radiation heat 
transfer. 

3 Radiative Heat Exchange in a Sputtering System 
Flik and Tien (1990) applied general enclosure theory to 

estimate the radiative heat exchange in a sputtering system. In 
the present study an approximate relation is derived consid
ering the chamber geometry. Since the view factor from the 
target to the substrate holder is 0.02 and that from the substrate 
holder to the target is 0.13, the radiative energy exchange 
between substrate holder and target is neglected. There is no 
radiation heat exchange between the target and the enclosure, 
since both are approximately at the same temperature. 

The radiation heat transfer between substrate and enclosure 
is given by 

dJs=es(\)eb(Ts, \)d\+[l-as(\)]dGs (6) 

dGs = FS-EdJE (7) 

dJE = eE(\)eb(TE, X)d\ + [l-aE(\)]dGE (8) 

dGE = FE-SdJs + FE_EdJE (9) 

where e and a are hemispherical emittance and absorptance, 
respectively, dJ is the spectral radiative heat flux leaving a 
surface, and dG the spectral radiative heat flux arriving at a 
surface. The subscript S denotes the substrate and E denotes 
the copper shroud. In the sputtering system under consider
ation, AS/AE = 0.002, and in the limit As/AE-~0, the view 
factors becomeF£_s = 0, FE-E = l» whereF s_ £= 1 is used. For 
this limiting case, Eq. (6) can be expressed as 

dJs = es(\)eb(Ts, \)d\+ [1 -a5(X)] ^ ~ eb(TE, \)d\ (10) 

The copper shroud surface can be regarded as spectrally dif
fuse, and Kirchhoff's law applies in the form eE(\) = aE(\). 
The net heat flux from the substrate is 

qs = J (dJs - dGs) = esaT*s-as<jTE (11) 

Equation (11) accounts for the fact that the radiation emitted 
by the substrate has a different spectral distribution from that 
incident on the substrate. This equation signifies that the sub
strate is located inside an enclosure that acts as a blackbody 
since its area is very large compared to the substrate area. 

The substrate holder can either be of the same size as the 
substrate, or larger than it. The first case is preferable, because 
it prevents substrate temperature changes due to heat flux 
diversion between the substrate and the portion of the substrate 
holder not covered by the substrate. In this section, radiation 
heat exchange in the sputtering system is analyzed for the 
substrate. This applies directly to the first case. In the second 
case, the additional radiation heat exchange from the remain
ing substrate holder surface must be analyzed. This is done in 
section 6 for the present experimental configuration. This sep
arate treatment of radiative exchange for the substrate and the 
remaining area of the substrate holder is possible if the total 
substrate holder area is small compared to the enclosure area. 
In the present experiment, AH/AE = 0.01, which satisfies this 
criterion. 

In order for Eq. (11) to be valid, the gases in the chamber 
must not interfere with the radiative heat exchange. Oxygen 
is normally inactive in the infrared and its absorption is sig
nificant only when the pressure is extremely high (Crawford 
et al., 1949). As argon is a monatomic molecule, it has no 
rotational-vibrational absorption. Its excited metastable state 
has a potential of 11.5 eV, which is equivalent to the energy 
of a photon with 0.1 /jm wavelength, in the ultraviolet region. 
The molecular gases in the vacuum chamber have no influence 
on the radiative heat exchange. 

The substrate is heated by a heater during the film deposition 
process. In addition to the thermal power from the heater there 
are other mechanisms delivering thermal energy to the film: 
heat of condensation, sputtered atom kinetic energy, plasma 
radiation, ion neutralization and reflection at the target 
(Thornton and Lamb, 1984). The magnitude of each contri
bution depends significantly on the system configuration (Class 
and Hieronymi, 1982) and the operating conditions. Thornton 
(1978) showed that all of them can be of the same order of 
magnitude. Previous investigations focused on sputtering sys
tems for metal-film coating. In this case, the substrate faces 
the target directly and experiences the bombardment of par
ticles with high kinetic energy. Due to the off-axis geometry 
of the present system, the substrate is placed outside the region 
of direct collisions. The energy flux associated with the sput
tered atoms and negative ions is neglected in the present study. 

The plasma is locally confined near the target by a magnetic 
field. Thus the plasma can be regarded as a thin sheet having 
the same view factor as the target. The plasma radiation heat 
flow, Qp, was estimated by Thornton (1978) as 

QP = ^ ~ P F T - H (12) 
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where Ej is the ionization potential, ER the average energy 
required to produce one ion, FT-H the view factor from the 
target to the substrate holder, and P the RF magnetron power. 
Approximately one-half of the additional energy above the 
ionization potential must be radiated away. For argon, ER is 
26.4 eV (Christophorou, 1971) and £>.is 15.75 eV (Chapman, 
1980). For the present system, P is 125 W and FT_„ is 0.0203. 
This equation yields Q,, = 0.51 W, which is two orders of mag
nitude less than the heat flow from the heater (18.9 W). Thus, 
the plasma heat flux can be neglected. 

4 Emittance of Film-Substrate-Substrate Holder 
Composite 

4.1 Thin-Film Optics. Single crystals of the supercon
ductor compound YBa2Cu307_5 are optically anisotropic and 
the optical properties for incidence normal to the c axis of the 
crystal unit cell are much less well known than for incidence 
parallel to the c axis. Although Eq. (11) requires the hemi
spherical emittance, in this work es is calculated as the normal 
emittance along the c axis, because high-quality films possess 
an orientation of the c axis normal to the plane of the film. 
Schlesinger et al. (1990) investigated the optical properties of 
YBa2Cu307 single crystals at 100 K for different crystal axes. 
If the hemispherical emissivity of the YBa2Cu307 compound 
is calculated based on the data given by Schlesinger et al. (1990), 
the hemispherical emissivity is 25 percent larger than the nor
mal emissivity. Although the difference between the hemi
spherical emissivity and the normal emissivity of the YBa2Cu306 

compound cannot be calculated due to the lack of optical 
constants, the difference for the YBa2Cu307 compound pro
vides an estimation of the difference for the YBa2Cu306 com
pound. 

Since the substrate emits at a temperature of approximately 
1000 K, the wavelength of maximum spectral emissive power 
is around 3 /xm. Since this is the order of the film thickness, 
interference effects must be considered. From thin-film optics 
(Born and Wolf, 1980), the normal reflectivity of the film for 
incidence from vacuum is 

Rc&F R?RbtM 

R„ = 
ra + rbe 

2idF 

l+rarbe
2id" 

TF = 

and for incidence from the substrate 

_ rb + rae
2is> 

1 + rarbe 

The transmissivity of the film is 

tatbe"" 

l+rarbe
m" 

(13) 

(14) 

(15) 

where n0, ns are the real parts of the refractive index of a 
vacuum and the substrate, respectively, and ra, t„ and rb, tb 

are the Fresnel coefficients at the vacuum-film interface and 
the film-substrate interface, 

t F > 

R b / R b / 

\ A RI,RC^TF A RbRĵ Tp 

tstpV /RCTSIF \ /RbR^^F \ 

R c \ R c \ 

TStF(l-Rc> \ RbRoTk<l-Rj\ .-- -— 

FILM 

SUBSTRATE 

SUBSTRATE 
HOLDER 

Fig. 3 Multiple reflections within the film-substrate-substrate holder 
composite 

S
 2 7 r - ^ 8F=— nFdF. (20) 

Due to interference and absorption, the reflectance depends 
on the film thickness, dF. 

The substrate thickness is 1200 /wri, which is three orders of 
magnitude larger than the wavelength. In the case of d s » X , 
the spacing of fringes due to substrate interference is given by 
(Bohren and Huffmann, 1983) 

AX X 
X 2nsds 

(21) 

At a wavelength of 3 /on, AX/X—10-3, which yields high-
frequency oscillations of the emittance, e(X), with wavelength. 
Since the determination of the total normal emittance requires 
the integration of e(X) over d\, substrate interference effects 
do not influence the results, because the integration extends 
over a wavelength interval much larger than AX. Only the 
absorption of radiation in the substrate is considered. The 
substrate material SrTi03 is absorbing for wavelengths greater 
than 3 /xm. Referring to Fig. 3, the sum of all reflected indi
vidual beam intensities gives the reflectance R of the film-
substrate-substrate holder composite, 

(22) R = Ra 
Rcrhl 

l-RcT2
sRb 

rs = e x p ^ x j 

Rc = 
nH-ns 

nH+ns 

2 

(23) 

(24) 

Since the substrate holder is opaque , the normal emittance 
for a given wavelength is e(X)= 1 -R(X). The total normal 
emittance and absorptance are 

n0-nF 
ra = - , -

n0 + nF 

t 2« 0 

n0 + nF 

rb~-

tb = . 

nF-ns 

nF+ns 

2nF 

nF+ns 

(16) 

(17) 

(18) 

(19) 

where n0, nF, and ns are the complex refractive indices of 
vacuum, the film, and the substrate, respectively. The complex 
phase angle is given by 

e(\)eb{Ts, \)d\ 

es = 

as = -

°rt 
e(\)eb{TE, \)d\ 

(25) 

(26) 

Equations (25) and (26) are based on Kirchhoff's law, 
e(X) = a(X), which is valid because the normal emittance e(X) 
is a directional spectral property. For each film thickness, 
iterations are required to calculate the substrate temperature 
Ts for a given heat flux qs and a given value of TE. 

4.2 Optical Constants. The stoichiometry of the growing 
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Table 1 Room-temperature optical constants of film, substrate, and 
substrate holder 

W a v e l e n g t h YBa2Cu306 S1T1O3 Sleel 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 
18 .0 
19 .0 
20 .0 

1. 
2 . 
3 . 
4. 
5. 
6. 
7 . 
8. 
9. 

10. 
1 1 . 
12 . 
13 . 
14. 
15 . 
16. 
17 . 

2.234 
2.495 
2.625 
2.616 
2.607 
2.598 
2.589 
2.579 
2.570 
2.561 
2.552 
2.543 
2.534 
2.525 
2.516 
2.506 
2.497 
2.488 
2.479 
2.470 
2.460 
2.452 
2.442 
2.433 
2.424 
2.415 
2.405 

.544 

.693 

.445 

.435 

.425 

.415 

.405 

.395 

.385 

.375 

.366 

.356 

.346 

.336 

.326 

.316 

.306 

.296 

.286 

.276 

.266 

.256 

.247 

.237 

.227 

.217 

.207 

2.316 
2.268 
2.231' 
2.184 
2.122 
2.026 
1.921 
1.790 
1.623 
1.404 
1.093 
.547 
.146 
.137 
.166 
.250 
.532 

2.481 
4.149 
2.579 
1.519 
.664 
.383 
.298 
.265 
.250 
.246 

1 
2 
2 
3 
5 
1 

1 
1 
2 
2 
2 
3 

.000 

.000 

.000' 

.001 

.003 
004 
007 
012 
020 
033 
060 
171 
929 
503 
039 
661 
588 
190 
546 
689 
651 
134 
767 
220 
579 
888 
167 

2.960 
4.135 
5.200 
6.067 
7.000 
7.830 
8.755 
9.530 

10.510 
11.440 
12.270 
13.060 
13.960 
15.260 
16.390 
17.320 
18.300 
19.280 
20.260 
21.240 
22.220 
23.200 
24.180 
25.160 
26.140 
27.120 
28.100 

• 4.439 
7.095 
9.610 

11.860 
14.060 
15.810 
17.850 
20.060 
21.770 
23.540 
25.260 
26.900 
28.600 
30.410 
31.740 
33.150 
34.550 
35.950 
37.350 
38.750 
40.150 
41.550 
42.950 
44.350 
45.750 
47.150 
48.550 

film in the chamber depends on the deposition conditions such 
as the oxygen partial pressure and the substrate temperature. 
At temperatures above 400°C and at low oxygen pressures, 
YBa2Cu307_5 becomes depleted of oxygen. For a processing 
temperature of about 700 °C and an oxygen partial pressure 
of 5.3 Pa, the growing film is close to the tetragonal phase 
(YBa2Cu306). The tetragonal phase is transformed into the 
superconducting orthorhombic phase (YBa2Cu307) during a 
cooling process in an oxygen environment. These two phases 
have very different optical properties. The optical properties 
of the YBa2Cu306 film are extracted from the measurements 
by Kircher et al. (1989) and Thomsen et al. (1988). The ima
ginary part of the dielectric function and the reflectance re
ported by Kircher et al. (1989) determine the optical constants 
in the wavelength range 1 /xm < X < 3 pm. The real part of 
the refractive index is linearly extrapolated up to X = 27 /xm 
based on the values at X = 2.5 /xm and X = 3.0 tan. Using the 
extrapolated real part of the refractive index and the reflectance 
measured by Thomsen et al. (1988) at X= 17 /mi, the values 
of the imaginary part of the refractive index for wavelengths 
3 /xm < X < 16 /xm and 18 /xm < X < 27 xxm are interpolated 
and extrapolated linearly from those at X = 2.5 /xm and 
X= 17 /xm, respectively. 

The optical properties of SrTi03 at room temperature in the 
infrared were reported by Spitzer et al. (1962). The properties 
for the wavelength range 1 xtm < X < 5 /xm were given in 
more detail by Herzberger and Salzberg (1962). Stainless steel 
SS316 is used as the substrate holder material. The optical 
properties of SS316 are obtained from those of a similar com
position reported by Sasovskaya et al. (1969). Since Fe, Ni, 
and Co are all transition metals, no great error is expected in 
this approximation. Table 1 summarizes the room-temperature 
optical constants of the film, substrate and substrate holder 
materials. Since the values of the complex refractive index for 
all materials are calculated from reflectivity data, the predicted 
radiative properties are believed to be accurate. 

In what follows, estimates are provided for the error caused 
by employing the room-temperature optical constants of Table 
1 in the emittance calculations for high temperature. The op
tical properties of both the SrTi03 substrate and the YBa2Cu366 
film at high temperatures have not been previously investi
gated. The high-temperature properties can be estimated from 
those of the metal oxides MgO, A1203) and Zr02. The normal 
total emissivities of the oxides are 0.8 at 300 K and 0.4 at 
1000 K (Touloukian and De Witt, 1972). The decrease of the 
emissivity is caused mainly by the increase of the imaginary 
part of the refractive index. When the temperature changes 
from room temperature to 1000 K, the electrical conductivity 

FILM THICKNESS (urn ) 

Fig. 4 Calculated normal emittance of YBa2Cu306 film as a function of 
the film thickness on the substrate and the heat shield 

of the oxides increases by several orders of magnitude (Linz, 
1953), which is related to the increase of the free-electron 
number density. Assuming that the real part of the refractive 
index is temperature independent and that the spectral emit
tance at high temperature, eh, is 50 percent of that at 300 K, 
i.e., £/, = 0.5e, the high-temperature imaginary part of the re
fractive index, Kh, is calculated by 

4«„ 
(nh+iy + 4 

= 0.5 
4n 

(77+l) 2 +K 2 (27) 

where n and K are room-temperature real and imaginary part 
of the refractive index, respectively. Assuming nh = n, Eq. (27) 
gives 

(28) /c/,= [(«+l)2 + 2/c2]1/2. 
From Eq. (28) the high-temperature imaginary part of the 
refractive index of the YBa2Cu306 film is 3.7 and that of the 
SrTi03 substrate is 3.2 at the wavelength X = 3 /xm. It appears 
that the error caused by using room-temperature optical con
stants for SrTi02 and YBu2Cu306 could be substantial. There 
is a need for high-temperature optical constants of these crys
tals. 

The radiative properties of stainless steel have a much weaker 
dependence on temperature than those of metal oxides. The 
normal total emissivity of stainless steel is 0.15 at 300 K and 
0.19 at 700 K (Siegel and Howell, 1981). Since a change in 
temperature shifts the wavelength where the maximum of the 
spectral emissive power occurs, the total emissivity can change 
with temperature even for temperature-independent optical 
constants if they depend on wavelength. But the total emissivity 
change caused by this effect is small for stainless steel, and 
the optical constants of stainless steel are assumed to be tem
perature independent from 300 K to 1000 K. 

For better thermal contact between the substrate and the 
substrate holder, a silver paste layer of about 100 /xm thickness 
is used. This results in significant uncertainty of the substrate 
holder optical properties. Silver paste is composed of silver 
powder, acrylic resin, and butyl acetate, and its optical prop
erties are not known. Moreover, the thickness of the paste is 
nonuniform. Therefore, the optical properties of stainless steel 
are used in the present study. Since SrTi03 is transparent for 
wavelengths X < 4 /xm, the substrate holder has an influence 
•in this region. If the optical properties of silver are used, the 
reflectivity of the substrate holder-substrate-film composite 
is 0.97 at the wavelength X = 3 /im and zero film thickness, 
compared to 0.70 if the stainless steel properties are used. 
Despite this substantial difference in the reflectivity with small 
film thickness, the general dependence of reflectance on the 
film thickness is the same. 

4.3 Emittance. Figure 4 shows the calculated normal 
emittances of the substrate holder-substrate-film composite 
and heat shield-film composite as a function of YBa2Cu306 
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Fig. 5 Temperature rise of the substrate holder due to the plasma 
effects 

film thickness. The film deposited on the heat shield is amor
phous and its optical properties are not equal to those of the 
crystalline films. Since the optical properties of amorphous 
YBa2Cu306 films are not available at present, they are assumed 
to be the same as the crystalline film properties. The variation 
of e with dF is due to both interference and absorption effects. 
The penetration depth in YBa2Cu306 is about 0.5 /xm at a 
wavelength of 3 ̂ m, yielding a transparent film during growth. 
As the real part of the refractive index of the YBa2Cu306 film 
is close to that of the substrate at wavelengths around 3 jim, 
the emittance of the film on the substrate does not change very 
strongly with the film thickness. However, the film on the heat 
shield shows a dramatic change of the emittance. 

5 Experiments 
The temperature measurements for this study are performed 

in the single-target magnetron sputtering system shown in Fig. 
1. The target is a polycrystalline disk of YBa2Cu307_6> 76.2 mm 
in diameter and 4.8 mm thick. The magnetron source is a US-
gun modified to operate at high pressure. The RF power is 
125 W at 13.56 MHz. 

The heater uses a quartz halogen lamp enclosed by a water-
cooled copper reflector. The substrate holder is a 57-mm-dia 
SS316 disk roughened and oxidized on the side facing the lamp 
and polished on the substrate side. A 0.5 mm SS316 heat shield, 
gold-plated on the side facing the holder, is used to minimize 
radiation losses. The heat shield has a rectangular hole slightly 
larger than the substrate to accommodate the substrate. The 
heat shield is separated from the substrate holder by stainless 
steel washers. 

A 1.27x2.54 cm2 SrTi03 substrate is attached to the sub
strate holder using silver paste. Although this method is widely 
used in thin-film work, the thermal resistance of the bond is 
unknown and in this work the substrate temperature was meas
ured using a novel technique. A 25.4 fim Platinel II pair of 
thermocouple wires is bonded ultrasonically to a l-/im-thick, 
1-mm-dia thin-film gold dot, evaporated on the substrate (Wes-
terheim et al., 1991b). These wires are very fragile and 127 /xm 
chromel-alumel extension wires are used to connect them to a 
feedthrough in the vacuum system walls. An alumina block 
thermally anchored to the heat shield is used to connect the 
thermocouple wires. The temperature of this block is measured 
by another chromel-alumel thermocouple. This is necessary to 
compensate for the electromotive force difference between the 
Platinel II and chromel-alumel thermocouples. 

To minimize RF interference, all thermocouple wire pairs 
are kept parallel and close together using double-bored-alu
mina beads. RF filters with 60 dB RF suppression were used 
to decrease RF interference further. The temperature of the 
copper shroud at the point facing the target is 351 K and that 
at the point facing the substrate is 348 K. Both temperatures 
change less than 1 K during deposition. Before the film dep

osition starts, the substrate was maintained at a temperature 
of 992 K by the heater. Thermocouple readings were recorded 
every minute during the 7 hour deposition process. 

The gold film might disturb the original temperature field 
in the substrate, because gold has a low emittance. If the surface 
of the substrate covered by the gold film is assumed to be 
adiabatic, the heat flux entering the substrate under the gold 
dot must be diverted laterally. The diversion of the heat flux 
is assumed to affect the temperature of the substrate surface 
within a distance Dg from the center of the gold dot, where 
Dg is the diameter of the gold dot. The maximum temperature 
difference between the gold film and the undisturbed substrate 
surface, A T „ , can be estimated by 

q s ^ = (*Dgds)ks^ (29) 

where ks is the thermal conductivity of the substrate. Toulou-
kian et al. (1970) reported the thermal conductivity of SrTi03 

at 808.2 K as 4.73 W m _ 1 K"1. With qs = 4x 104 W m"2 , the 
maximum temperature difference is ATm a x~ 1.8 K. 

To measure the heat flow incident onto the substrate due to 
all of the mechanisms discussed in section 2, a separate ex
periment is performed. The temperature of the substrate holder 
is measured as a function of time. For this experiment the heat 
shield is not installed and the heater is off. Under these con
ditions, the heat flow Qp is calculated using the equation 

QP = Mc„^ (30) 

where M denotes the mass of the substrate holder. This equa
tion does not account for the heat flux from the substrate 
holder by radiation and is only valid for low temperatures. 
The rate of temperature decrease due to conduction loss through 
the supports of the substrate holder was observed experimen
tally to be extremely slow. From this observation, the con
duction loss is believed to be negligible. 

The heat flow from the heater, Q, is obtained in a similar 
way. Equation (30) and the measured rate of temperature rise 
give the heat flow when the holder is at room temperature. 
The radiative heat flow from the substrate holder to the copper 
reflector must be subtracted in order to find the net heat flow 
at the operating temperature. The total hemispherical emis-
sivity of copper at room temperature changes from 0.04 to 
0.09 depending on the surface conditions (Touloukian and Ho, 
1970). The mean value of 0.07 is used and the heat flow from 
the heater, Q, is found to be 18.9 W. This value is only 10 
percent of the electric power to the heater, 184 W. 

6 Comparison of Theory and Experiment 
Figure 5 shows the temperature rise for the substrate holder 

when the plasma is turned on and the heater is off. Since the 
radiation heat flux can be neglected at low temperatures, in
itially the holder temperature increases linearly with time. As 
the temperature increases, the radiation heat flow from the 
holder becomes significant and the temperature increases non-
linearly. Therefore Eq. (30) can be used only at the initial stage 
of the temperature rise. From Eq. (30) and the curve in Fig. 
5, Qp is 0.44-0.47 W. This value is quite close to the result 
obtained from Eq. (12) (0.51 W), and can be neglected com
pared to the heat flow from the heater (18.9 W). Due to the 
off-axis geometry, Qp is small compared to the heat flow from 
the heater. 

As the film emittance depends significantly on the optical 
properties of the film and those of the material beneath the 
film, the emittances of the films deposited on the substrate 
and the heat shield are quite different, as shown in Fig. 4. The 
emittance of YBa2Cu306 deposited on the substrate changes 
much less with film thickness than that of the film on the heat 
shield. The total heat flow from the heater, Q, flows in part 
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Fig. 6 Heat flow paths through the film and the heat shield 

through the film, Qs, and in part through the heat shield, QHS, 
Q=Qs+ QHS- Because the surface emittance of the heat shield 
increases significantly with film thickness, more heat flows 
through the heat shield as the film grows. With a constant heat 
flow from the heater, the power delivered to the substrate 
decreases with increasing film thickness. Referring to Fig. 6, 
the heat flow through the substrate is calculated as 

Qs=_am+om^Q (31) 
®HSl + " H S 2 + " F 

where fi is the thermal resistance for each flow path. Since the 
conduction resistances of the heat shield and substrate are 
much smaller than the radiative resistances, only the radiative 
resistances are considered. The resistance across the heat shield 
is composed of two resistances in serial connection: the re
sistance between the substrate holder and heat shield, QHsi, 
and the resistance between the heat shield and the enclosure, 
QHS2- The magnitude of the resistance between the heat shield 
and the enclosure, 0HS2, changes with the film thickness due 
to variation of the shield emittance as shown in Fig. 4. The 
thermal resistances are calculated as 

QF= 

QHS i — 

1 
ePa(T2

s+TE)(Ts+TE)As 

1 1 
— + — -
tH tHS 

o(TH+THS)(TH+THS)AHS 

Q 'HS2-
1 

tFHSa( THS + TE){ THS + TE)AHS 

(32) 

(33) 

(34) 

where eF and eFHS are the emissivities of the substrate and the 
heat shield surface facing the enclosure, respectively. 

Depending on the thermal coupling between the substrate 
and the substrate holder, the thermal contact resistance can 
be large and result in a temperature drop of up to 150 K (Inam 
et al., 1988). Since the temperature difference between the 
substrate and the substrate holder is less than 9 K in the present 
system, Eq. (32) neglects the thermal contact resistance of the 
substrate holder-substrate interface. The heat shield temper-
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Fig. 7 Comparison of the experimental data with predicted results 

ature, THS, is monitored during film deposition and remains 
within ±5 K of 540 K. Since the substrate holder temperature, 
TH, is only 9 K higher than the substrate temperature, 7s, it 
is set equal to Ts in the calculation. 

The emissivities of the holder, tH, and the heat shield surface 
facing the holder, eHS, are measured at room temperature with 
a Digilab FTS-60A Fourier-transform infrared spectrometer. 
These values are found to be eH = 0A4 and eHS = 0.24. From 
the Hagen-Rubens result, the emissivity of metals increases 
linearly with temperature. However, the variation for both 
gold and stainless steel is small at temperatures from 300 K to 
1000 K (Siegel and Howell, 1981). Polished gold has a constant 
emissivity of 0.02 at temperatures from 300 K to 1400 K. The 
emissivity of stainless steel has a weak dependence on tem
perature for both polished and oxidized surfaces. Since the 
substrate bonding procedure requires the holder to be heated 
up to 520°C in air, the surface oxidizes. The emissivity of 
oxidized and sand-blasted stainless steel is 0.85 at temperatures 
from 300 K to 700 K. 

Equations (31)-(34) describe the heat flow through the sub
strate and the heat shield for the same temperature difference 
7 s - TE. The substrate temperature decrease is caused by the 
heat flow redistribution between the substrate and the re
maining substrate holder area during the deposition process. 
For given total heat flow, Q, an iterative procedure is required 
to calculate 7^ with Eq. (11) because es and QF are also de
pendent on Ts through Eqs. (25) and (32), respectively. 

The predicted substrate temperature during the deposition 
process is compared with experimental data in Fig. 7. The total 
heat flow is constant at 18.9 W and the emissivities of the 
surfaces where the film is not deposited are assumed to be 
constant as indicated in the figure. This temperature meas
urement is the first in-situ measurement of the substrate tem
perature during high-T^ superconductor film deposition. The 
measured data are estimated to be accurate within ±7 K. The 
film thickness is measured after deposition by a profilometer 
with an accuracy of 0.01 (im. Assuming the deposition rate is 
constant, the film thickness is calculated from the total thick
ness and the elapsed time after starting the deposition. Since 
the same heat shield was used in a previous run, a film is 
already deposited on the surface facing the target. Its thickness, 
dHS, is estimated to be 0.3 /xm. This initial film thickness is 
incorporated in the prediction. 

Figure 7 shows that if the film thickness is larger than 
0.025 fim, the predicted results are consistently higher than 
those of the experiment by about 8 K. In this region, the 
experimental data confirm very well the temperature decrease 
predicted by the theory. The constant temperature shift is 
believed to be caused by an overestimation of the heat flow 
into the substrate holder and by the use of room-temperature 
optical constants. For film thicknesses below 0.025 /tin, the 
data do not follow the theory. Incipient films form islands and 
coalesce at a certain point during deposition (Norton et al., 
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1989). It is not appropriate to describe an incipient film by a 
smooth, continuous film on which thin-film optics is based. 

The parameters yielding the greatest uncertainty in the pre
diction of the substrate temperature are the high-temperature 
optical properties and the heat flow into the substrate holder, 
Q. The high-temperature optical constants of the film and the 
substrate are calculated from Eq. (28) and those of the stainless-
steel substrate holder are assumed to be temperature inde
pendent. If the high-temperature optical constants are used 
for the prediction, the predicted substrate temperature becomes 
higher by 130 K at zero film thickness and the substrate tem
perature drops 20 K when the film is 0.25 /im thick. To estimate 
the error in the heat flow due to uncertainty in the emissivity 
of copper, the heat flow is calculated using copper emissivities 
of 0.04 and 0.09, resulting in heat flows of 14.2 W and 27.2 W, 
respectively. The greater heat flow increases the predicted tem
perature of Fig. 7 by 95 K and the smaller heat flow decreases 
the temperature by 70 K. Although the uncertainties in the 
high-temperature optical properties and the heat flow can 
change the predicted substrate temperature, the mechanism of 
the substrate temperature drop due to the emittance change 
resulting from the film growth remains the same. 

The substrate temperature is calculated for the case without 
a heat shield to illustrate the effectiveness of a heat shield. 
The heat flow Q is calculated theoretically as the value that 
gives the same initial temperature of the substrate as in the 
case with a heat shield. Figure 8 shows that without a heat 
shield the substrate temperature decreases dramatically with 
film thickness. The heat shield is very effective in reducing the 
variation of the substrate temperature. In the current system, 
the substrate cannot be heated to 1000 K without a heat shield 
because of a limit on the heater power. 

7 Concluding Remarks 

This work presents the basic mechanisms for substrate tem
perature change during high-J1,- superconducting film deposi
tion. The film emittance changes during film growth due to 
both interference and absorption effects. In the single-target 
sputtering system investigated in the present study, the decrease 
of the substrate temperature is also caused by heat flow re
distribution between the substrate and the remaining substrate 
holder area. 

There are two ways to keep the film temperature constant. 
One is to use highly reflective materials for the heat shield. In 
this case the temperature change is induced by the emittance 
change of the film on the substrate itself. The temperature 
change due to this mechanism is 10 K for 0.25 ^m film growth 
and 25 K for 1 ̂ m film growth. The other method is to reduce 
the emittance change of the heat shield by depositing film 
material on it beforehand. Both of these methods are based 
on reducing the heat flux redistribution between the substrate 
and the heat shield. Since the dependence of the substrate 

temperature on the film thickness can be determined with the 
methods presented in this study, it is now possible to control 
the substrate temperature more effectively by adjusting the 
heater power. 

A noncontact temperature measurement technique such as 
pyrometry appears to be promising for measuring the substrate 
temperature, but has to account for the emittance change. If 
a reliable technique is developed, then a feedback control sys
tem can maintain the substrate temperature at the optimum 
level by adjusting the heater power. 

The present study also raises fundamental research prob
lems. It is assumed that the film is coherent even for a very 
small film thickness and that such a very thin film can be 
described by the optical constants determined from much 
thicker samples. But it is known from semiconductor proc
essing that incipient films form islands and coalesce at a certain 
point during deposition. Therefore, it is necessary to measure 
the emittance of a film-substrate-substrate holder composite 
for varying film thickness. It is also assumed that the growing 
film is perfectly smooth. Quantitative studies of film topog
raphy are needed. A quantitative study is also needed for the 
hemispherical emittance of the optically anisotropic film. The 
exact oxygen stoichiometry of the growing film must be de
termined and the Y-Ba-Cu-O superconductor optical prop
erties should be measured for a continuous variation of the 
oxygen content from the tetragonal (YBa2Cu306) to the or-
thorhombic phase (YBa2Cu307). 
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Thermal Analysis of Electron-Beam 
Absorption in Low-Temperature 
Superconducting Films 
The absorption of an electron beam in a superconducting microbridge reduces its 
critical current, the maximum d-c electric current it can carry without resistance. A 
two-dimensional heat conduction analysis determines numerically the temperature 
field in the film caused by electron-beam heating, considering the nonlinear thermal 
boundary resistance between film and substrate. The method of Intrinsic Thermal 
Stability yields the critical current for this temperature field. The critical current 
predictions agree with experimental data from low-temperature scanning electron 
microscopy (LTSEM) with superconducting lead microbridges. The method de
veloped in this study permits the quantitative prediction of LTSEM experiments, 
enhancing the value of this technique for the local characterization of supercon
ducting films. 

Introduction 
Low temperature scanning electron microscopy (LTSEM) is 

a high-resolution technique for determining the spatial vari
ation of properties in a sample at low temperatures (Huebener, 
1988). A highly focused electron beam is scanned across the 
surface of the sample while a response signal is recorded si
multaneously. The spatially dependent response provides in
formation about sample properties such as chemical 
microstructure or surface inhomogeneity. One of the most 
useful applications of LTSEM is the characterization of su
perconducting films. The critical current of a superconducting 
microbridge is the maximum dc electric current it can carry 
without resistance. The absorption of the electron beam results 
in a temperature field that decreases the critical current of the 
microbridge. If a bias current is maintained in the microbridge 
that exceeds the reduced critical current, a voltage signal is 
measured along the microbridge. 

In the past, LTSEM was applied to superconducting films 
in a qualitative manner. There is a need for a quantitative 
prediction of the critical current reduction resulting from the 
electron-beam absorption. Thermal analysis provides the 
theory to interpret LTSEM results quantitatively and deter
mines the spatial extent of the temperature field that governs 
the resolution of LTSEM. The thermal interaction between 
superconducting devices, such as Josephson junctions, and 
semiconducting devices dictates a packing limit for the design 
of hybrid electronic circuitry (Flik and Hijikata, 1990). The 
experimental technique of LTSEM can be coupled with thermal 
analysis to investigate this limit. In the case of electron-beam 
pulses shorter than the time required to achieve thermal equi
librium, the comparison of thermal analysis with experimental 
data can assess the possibility of a nonequilibrium voltage 
response. Flik et al. (1990) applied this method to the case of 
laser-pulse absorption in high-temperature superconducting 
films. 

Skocpol et al. (1974) studied the effect of Joule heating on 
current-voltage curves along a superconducting microbridge 
using a one-dimensional thermal model. Clem and Huebener 
(1980) determined the temperature field in a low-temperature 
superconducting microbridge resulting from the absorption of 
an LTSEM electron beam considering the finite width of the 
microbridge. Pavlicek et al. (1984) investigated the effect of 

Contributed by the Heat Transfer Division and presented at the 3rd ASME/ 
JSME Joint Thermal Engineering Conference, Reno, Nevada, March 17-22, 
1991. Manuscript received by the Heat Transfer Division January 3, 1991; re
vision received June 30, 1991. Keywords: Conduction, Cryogenics, Radiation 
Interactions. 

modulating the beam power on the spatial resolution of the 
LTSEM technique using a one-dimensional thermal model. 
Flik and Tien (1990b) applied the criterion of Intrinsic Thermal 
Stability (Flik and Tien, 1990a) to the LTSEM experimental 
data of Stoehr et al. (1978) assuming an approximate point-
symmetric temperature field. 

This study predicts the temperature field and the reduced 
critical current in a superconducting microbridge resulting from 
electron-beam absorption. All of the aforementioned studies 
assumed a temperature-independent film thermal conductivity 
and a linear dependence of the heat flux from the film into 
the substrate on the film temperature. This work is the first 
thermal analysis of the absorption of an electron beam in a 
superconducting microbridge to investigate the importance of 
the variable thermal conductivity of the film, the nonlinear 
dependence of the heat flux between the film and substrate on 
the film temperature, and the influence of the beam-focus 
location. The theory of Intrinsic Thermal Stability is modified 
to account for the nonuniform distribution of the critical cur
rent in the microbridge cross section due to magnetic self-field 
effects. The critical current predictions are compared to ex
perimental data of Stoehr et al. (1978) for a superconducting 
lead microbridge at 4.2 K on a sapphire substrate. 

Electron-Beam Heat Source 
Oatley (1972) and Wells (1974) gave summaries of the theory 

for the absorption of an electron beam in matter. Gross and 
Koyanagi (1985) showed that the spatial structure of the per
turbation state of a lead superconducting film resulting from 
the absorption of an electron beam can be determined using 
the heat conduction equation. This section develops the dis
tribution of heating power in the film used to model the ab
sorption of the electron beam. 

In electron-stopping theory applied to planar films, the elec
tron fractional transmission ?j(z) is the fraction of electrons 
incident on the surface of the film that pass through the plane 
parallel to the film surface at a depth z into the film. The 
electron mean energy Em(z) is the average energy of electrons 
transmitted through this plane. The electron mean range ze is 
the depth into the film at which the quantity Em(z) is reduced 
to a value negligible compared to the electron initial energy, 
E0. The mean energy, mean range, and fractional transmission 
of electrons with initial energies E0 from 5 to 20 keV were 
measured by Cosslett and Thomas (1964a, 1964b) for alumi
num, copper, silver, and gold films. The product of mass 
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density and electron mean range, pze, varies slowly with atomic 
number Z for constant E0 (Oatley, 1972). In the present anal
ysis, the mean range of electrons in lead (Z= 82) is determined 
using the correlation provided by Cosslett and Thomas (1964b) 
for gold films (Z=79): 

l . lxKT PZe 
-4P3/2 

•fro > (1) 
where E0 is in keV and pze is in kg m~2. This correlation is 
assumed to be accurate for the initial energies of E0 = 2, 3, 5, 
10, 20, and 30 keV used by Stoehr et al. (1978). Their mi-
crobridges were 1.1 pm in thickness. Using 11,340 kg m - 3 for 
the density of lead, Eq. (1) yields electron mean ranges less 
than the film thickness for each value of EQ except 30 keV, 
for which the electron mean range is 1.6 /xm. For electron 
initial energies E0 between 2 and 20 keV, the entire electron 
beam energy is absorbed within the film. 

In the case of electrons with 30 keV initial energy, a portion 
of the electron-beam power is deposited in the substrate. The 
ratio of the electron-beam power absorbed within the substrate 
Ps to the total electron-beam power P for a film of thickness 
d is 

Ps Em(z = d) 
r)(z = d). (2) 

Cosslett and Thomas (1964a) correlated the electron fractional 
transmission to experimental data for values of E0 from 15 to 
25 keV, r/(z) =exp(- 19,000 pzZxn/E2

0), where E0 is in keV, 
and pz is in kg m~2. Cosslett and Thomas (1964b) showed 
that the electron mean energy at a depth z into the film 
satisfies E,„(z)=E0 (1 -z/ze)

W2- Using these relations with 
z = d=\.\ /im and ze= 1.6 /im for 30 keV electrons and eval
uating Eq. (2) yields Ps = 0.05 P. This fraction is neglected in 
the present analysis, allowing the use of a heat source entirely 
contairied in the film to model the absorption of the electron-
beam energy in the experiments of Stoehr et al. (1978). 

The experiments of Stoehr et al. (1978) involved electron 
mean ranges that varied from 0.03 /mi to 1.6 /xm when cal
culated using Eq. (1). This indicates that the spatial extent of 
the heated volume was highly dependent on E0. These exper
iments and later work (Stoehr and Huebener, 1979) showed 
that the variation of E0 has a negligible effect on the critical 
current. This suggests that the points in the microbridge with 
a temperature dependent on E0 were confined to a region with 
dimensions small compared to the microbridge width. This is 
confirmed in the present analysis by the comparison of tem
perature profiles in the microbridge determined using heat 
sources of varying size. In each case the maximum electron 
beam power in the experiments of Stoehr et al. (1978), 
P=3 mW, is uniformly distributed in a cylinder bounded by 

the top and bottom surfaces of the film. Cylinders with radii 
equal to the mean ranges of 2 keV and 30 keV electrons in 
lead are used for comparison. The variation by more than 2 
percent in temperature between the two analyses is confined 
to a radius around the beam focus of 1.6 /xm. This dimension 
is small compared to the microbridge width of 100 /xm in the 
experiments of Stoehr et al. (1978). In the present analysis, 
the beam power is assumed to be deposited uniformly in the 
film within a cylinder of radius 0.87 /xm, which is the mean 
range of 20 keV electrons. Depending on the value of E0, the 
actual film temperature within a radius of 1.6 /xm of the beam 
focus in the experiments of Stoehr et al. (1978) may have 
differed significantly from the temperature predicted in the 
present analysis. This error is not important for the calculation 
of the critical current because for all but the lowest beam 
powers it occurs at temperatures greater than the critical tem
perature of lead, Tc=1.2 K, the superconducting transition 
temperature. Regions of the film with temperature greater than 
7.2 K do not contribute to the critical current of the film. 

Film-Substrate Thermal Boundary Resistance 
At low temperatures, the major obstacle to the flow of heat 

out of the film is the thermal boundary resistance between the 
film and substrate. Anderson (1981) reviewed the previous 
work on the low-temperature solid-solid thermal boundary 
resistance problem. Little (1959) developed the acoustic mis
match theory to predict the finite temperature drop measured 
at the interface of two solids at low temperatures. Acoustic 
mismatch theory predicts the rate of phonon transmission be
tween two solids that have isotropic speeds of sound and share 
a smooth interface at which displacement and stress are con
tinuous. Each solid is modeled as a Debye gas with phonons 
characteristic of a distinct temperature incident on the inter
face. If the temperature of each solid is much lower than its 
Debye temperature, Little (1959) found that the phonon heat 
flux q" is 

l"=K(T*-Tl) (3) 
where T and T0 are the temperatures of the two solids and K 
is a constant calculated from the velocities of longitudinal 
and transverse phonons in both solids and their mass 
densities (Anderson, 1981). Cheeke et al. (1976) tabulated 
parameters required for the calculation of K for most interfaces. 
Acoustic mismatch theory is appropriate for the case of a metal 
film on a dielectric substrate because phonon transmission is 
the dominant mode of heat transfer. The value of K used 
in the present analysis for the lead-sapphire interface, 
K = 73 W m~2K~4, was calculated by Cheeke et al. (1973) using 

A 
c 
d 

E0 

h 

hP 

Ic 
IcO 

Jc 

k 

——^— L~\ u i n c i i 1.1 a L u i c — — — 

= area of film cross section, m2 

= average sound velocity, m s _ 1 

= film thickness, m 
= initial electron energy, keV 
= mean energy of transmitted 

electrons, keV 
= heat transfer coefficient, 

W m - 2 K _ 1 

= Planck's constant = 
6.62620X10-34 J s 

= microbridge critical current, A 
= microbridge critical current at 

temperature T0, A 
= local microbridge critical cur

rent density, A m - 2 

= thermal conductivity, 
W m " ' K " ' 

^eff 

kB 
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Tc 

= effective thermal conductivity 
along film, W m " 1 KT1 

= Boltzmann constant = 
1.38062 x l O - 2 3 J K " ' 

= electron rest mass = 
9.10956X10"31 kg 

= electron-beam power, W 
= electron-beam power absorbed 

in substrate, W 
= heat flux from film to sub

strate, W m~2 

= distance from beam focus, m 
= radius of cylinder directly 

heated by electron beam, m 
= film temperature, K 
= bath temperature, K 
= superconducting film critical 

temperature, K 

Ve 
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= Fermi velocity, m s _ 1 

= microbridge half-width, m 
= coordinate across microbridge 

width, m 
= beam focus location, m 
= coordinate along microbridge, 

parallel to current flow, m 
= atomic number 
= coordinate normal to film, m 
= electron mean range, m 
= fraction of electrons transmit

ted 
= modified Bessel function of the 

second kind of order zero 
= constant, Eq. (3), W m~2 KT4 

= mass density, kg m~3 
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b) TOP VIEW 

Fig. 1 Schematic of the absorption of an electron beam in a super
conducting microbridge: (a) side view; (b) top view 

a value of the Poisson ratio of 0.33 in both materials. Although 
Swartz and Pohl (1989) calculated K= 133 W m"2K"4 for a 
lead-sapphire interface using the actual Poisson ratios of the 
materials, the heat flux calculated using /c = 73 W m~2K~4 is 
in better agreement with the experimental data of Cheeke et 
al. (1973) for lead films on sapphire. 

The acoustic mismatch theory assumes that the interface 
between the two solids is smooth. This assumption is incorrect 
if the average phonon wavelength is comparable to or smaller 
than the characteristic dimension of roughness at the interface 
(Majumdar, 1991). At low temperatures the average phonon 
wavelength is of the order of hpc/kBT, where c is the speed of 
sound, hP is Planck's constant, and kB is the Boltzmann con
stant. This expression yields an average wavelength in lead at 
4.2 K which is less than 3 percent of the thickness of the vapor-
deposited films used by Stoehr et al. (1978), indicating that 
diffuse transmission might have affected the boundary resist
ance. The diffuse mismatch theory (Swartz and Pohl, 1989) 
predicts only a 6 percent increase in the thermal boundary 
resistance for lead-sapphire interfaces due to diffuse trans
mission compared to the value predicted by the acoustic mis
match theory. The effect of diffuse transmission on the accuracy 
of the acoustic mismatch theory is neglected in the present 
analysis. 

Thermal Model and Numerical Analysis 
Figure 1 illustrates the absorption of an electron beam in a 

thin-film microbridge of thickness d, 0.1 to 2 jim, and width 
2w, 10 to 500 inn, which has been deposited on a dielectric 
substrate. The bottom of the substrate is in contact with flow
ing liquid helium or nitrogen at the temperature TQ, and the 
top and the edges of the microbridge are exposed to a vacuum 
(Huebener, 1984). The electrons enter the microbridge at the 
focus of the electron beam that is 10 nm in diameter. 

In the temperature range of the present analysis, 
4.2 to 20 K, the thermal conductivity of the film material, 
lead, is highly dependent on temperature. Thermal conduction 
in metals is dominated by the motion of electrons and is limited 
by the scattering of electrons on defects and phonons. The rate 
of scattering of an electron on defects is independent of tem
perature and the rate of scattering of an electron on phonons 
increases with temperature. The thermal conductivity of a me
tallic superconductor such as lead is reduced in the supercon
ducting state because superconducting electrons do not 
transport entropy. The thermal conductivity of supercon
ducting lead is approximated by the following two polynomial 
functions fitted to experimental data given by Powell et al. 
(1966): 

k(T) = 1352.7-407.57 T+ 38.894 T1, (4) 

4 . 2 < r < 7 . 2 , 

and 

k(T) =40244 T~2-3946.0 T~l + 199.36-2.1698 T, (5) 

7 . 2 < r < 2 0 , 

where Tis in K and k is in W m~~' K"1. 
If the mean free path of electrons in a metal film is of the 

order of or larger than the film thickness, the effective thermal 
conductivity along the film is less than that of a bulk sample. 
In a normal metal, the electron mean free path A is related to 
the thermal conductivity by (Kittel, 1986) A = 'ikmve/(ir

1kBnT), 
where ve is the Fermi velocity of the electrons, m is the 
electron rest mass, and n is the electron number density. At 
7.2 K, the properties of lead are £ = 412 W m - 1 K - 1 , 
ye = 0 .50x l0 6 m s"1, and « = 1 . 3 x l 0 2 9 m - 3 , yielding 
A = 0.32 ttm, which is of the order of the film thickness, 
1.1 (iin. For A<d, the effective conductivity along the film is 
approximately (Flik and Tien, 1990c) Areff=(l -2A/(3TTC?)) k, 
yielding £eff = 0.94 k for the 1.1 /xm film with A = 0.32 /xm. 
This size effect is neglected in the present analysis because of 
its small estimated magnitude. 

The scanning speed of an electron beam is typically 0.1 m s"1 

(Huebener, 1984). Steady thermal analysis in the frame of 
reference of the moving electron beam has been shown to be 
appropriate for the experiments of Stoehr et al. (1978) by Flik 
and Tien (1990b) due to the large thermal diffusivity of lead 
at 4.2 K, 0.19 m2 s_ 1 , and the small scanning velocity. This 
approach is confirmed by consideration of the thermal relax
ation time of 2 its measured in pulsed electron beam experi
ments by Stoehr et al. (1978). The scanning beam traveled 
0.2 /im in this time, which is small compared to the film thick
ness, d= 1.1 ftm, the smallest dimension of the microbridge. 

The top and sides of the microbridge are insulated by vacuum 
space and a radiation shield, yielding adiabatic boundary con
ditions at these surfaces. The energy from the electron beam 
travels through the film, across the film-substrate interface, 
through the substrate, and across the substrate-bath interface 
before it is absorbed by the flowing liquid helium. The thermal 
boundary resistance at the substrate-bath interface is ne
glected. Because of the nonlinear film-substrate boundary re
sistance and the variable thermal conductivity of both sapphire 
and lead at low temperatures, the relative importance of the 
remaining thermal resistances is highly dependent on temper
ature. 

The substrate is modeled as isothermal at the bath temper
ature because of its low thermal resistance relative to the lead-
sapphire boundary resistance. The error incurred by this as
sumption for a film temperature T is estimated by solving the 
steady, constant conductivity, two-dimensional heat equation 
in the substrate using separation of variables. The substrate is 
1 mm thick (Stoehr et al., 1978) and 10 mm wide. The top of 
the slab is adiabatic except for the portion covered by the film, 
where the heat flux is approximated using Eq. (3) with T as 
the film temperature and T0 as the bath temperature. The edges 
and bottom of the substrate are at the bath temperature. Using 
the minimum conductivity of sapphire between 4.2 K and 
20 K, the largest temperature difference between the top and 
bottom surfaces of the substrate is found to be less than 10 
percent of the total temperature difference between the film 
and the bath for film temperatures less than 20 K. For larger 
film temperatures the neglect of the thermal resistance of the 
substrate results in a significant underprediction of the film 
temperature. 

Using Eq. (3), the temperature-dependent conductance h 
between the film and substrate is h = K 
Using this expression for h and Eqs. (4) and (5) for k, the Biot 
number Bi = hd/k for conduction normal to the film is less 
than 0.01 for film temperatures less than 21 K. Therefore, 
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temperature gradients in the film in the z direction are ne
glected, resulting in a two-dimensional analysis of heat con
duction in the film. The two-dimensional energy equations in 
the film are 

d_ 

dx 

dT 
dx 

and 

d_ 

dx 

d 

dT 

*f)->4-n)+-f-,= 
by) d ird{re) 

(xf-x)2+y2<(ref 

dx) dy *a->' -7o)=0; 

0; (6) 

(7) 

(xf-x)2+y2>(re)
2, 

where re is the radius of a cylinder of uniform power absorption 
in the film centered around the line normal to the film surface 
through the point (x = xj, y = 0), which is set at the mean range 
of 20 keV electrons in lead, re = 0.81 /im. The boundary con
ditions are 

dT 

dx 
= 0 for x = -w and x = w (8) 

and 

J1— 7*o for y—h oo and y-* — °°. (9) 

The governing equations are solved numerically using the 
central difference technique described by Patankar (1980). The 
energy balance is verified globally in the microbridge and lo
cally at each grid element by independent computational rou
tines. The repeatability of the solution for different initial 
temperature distributions is verified. For the case of very nar
row microbridges the numerical solution matches an inde
pendently computed solution of the one-dimensional heat 
transfer problem. If the film-substrate heat flux given by Eq. 
(3) is linearized to q" =4KT^{T- T0), the computed solution 
for very wide microbridges approaches the point-symmetric 
closed-form solution of Flik and Tien (1990b), 

T(r) = T0 + 
2-wkd 

K0 

W kd/4nT\ 
(10) 

where r is the distance from the beam focus and K0 is the 
modified Bessel function of the second kind of order zero. 

Microbridge Critical Current 
The critical current of a microbridge decreases with increas

ing temperature and is reduced to zero at the critical temper
ature of the superconductor, Tc. Flik and Tien (1990a) 
computed the critical current of a microbridge in the presence 
of a temperature field. If Jc is the local critical current density 
at a point in the microbridge resulting from the temperature 
T at that point, the critical current of a cross section is 

Jc dA, (11) 

where dA is an area element in the bridge cross section A 
normal to the direction of current flow. The critical current 
of the entire bridge is the minimum of the critical currents of 
all cross sections. Flik and Tien (1990b) determined the critical 
current of the microbridge by assuming a uniform distribution 
of critical current density in an isothermal bridge. This ap
proach neglects the complex interaction of geometry and mag
netic field in planar superconducting microbridges, which 
results in a nonuniform distribution of critical current density 
(Edwards and Newhouse, 1962). The present work considers 
the nonuniform distribution of critical current. 

The dependence of Jc on temperature for a type-I super
conducting film like lead deposited on a cylinder is (Newhouse, 
1964) 

Jc(T) 

Jc(T0) 

1 -
Tc, 

1 + 

1 - ' • ' .? 
(12) 

where JC(T0) is the critical density of the film when it is is
othermal at To. Although Eq. (12) predicts the temperature 
dependence of the uniform critical current density of a film 
deposited on a'microbridge, it is assumed in the present analysis 
to predict the temperature dependence of the local critical 
current density of a planar microbridge in terms of the local 
value of JC(T0). The variation of JC(T0) with x in a planar 
microbridge is determined using the relation of Newhouse 
(1964) for the supercurrent density J(x) at a position x in the 
cross section of an isothermal microbridge, 

/ ( * ) = 
'2-Kd\y?-AX 

(13) 

where I is the bias current and w is the half-width of the 
microbridge. Equation (12) is valid for films of thickness much 
larger than London penetration depth. The London penetra
tion depth characterizes the exponential decay of magnetic field 
strength from the edge of a superconductor into its interior in 
the case of an externally applied magnetic field. Equation (13) 
is valid for microbridges that are much wider than they are 
thick, yet have thickness much larger than London penetration 
depth. These criteria are satisfied by the lead microbridges 
used by Stoehr et al. (1978), which had a width 2w of 100 /xm, 
a thickness d of 1.1 pm, and a London penetration depth of 
0.051 urn. 

In the present analysis, the local critical current density at 
a point in the film is assumed to depend only on the A: coordinate 
and the temperature at that point, Jc = Jc(T,x). Equation (13), 
with la substituted for I and Jc(T0,x) substituted for Jc(x), 
is assumed to give the distribution of local critical current 
density in the bridge when it is isothermal at temperature T0. 
The critical current 1^ of the unirradiated microbridge, which 
was isothermal at the bath temperature, was measured to be 
7^ = 0.869 A by Stoehr et al. (1978). Equation (12), with 
Jc(T0,x) substituted for JC(T0) and Jc(T,x) substituted for 
JC(T), is assumed to determine the local critical current density 
in the microbridge as a function of the local temperature T 
and the local critical current density at that point at the bath 
temperature. The effects of geometry and temperature on the 
local critical current density are assumed to be independent. 
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Fig. 2 Comparison of the present analysis with the closed-form solu
tion of Flik and Tien (1990b) 
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ical current as a function of the power of the electron beam, 
which scanned the entire width of the microbridge. The present 
analysis shows that for different beam powers the maximum 
reduction of the microbridge critical current occurred at dif
ferent locations of the beam focus. Equation (14) predicts the 
critical current in cross section y resulting from the absorption 
of a beam of power P at the beam focus location Xj. To predict 
the experimental results obtained using a scanning beam, it is 
necessary to determine the critical current in the cross section 
y = 0 for all beam focus locations at each beam power. The 
minimum value of Ic for all beam focus locations at each beam 
power predicts the critical current measured by Stoehr et al. 
(1978) at that beam power, 

10 20 30 40 SO Ic(P)=MYH[Ic(P,xf,y = 0)], Q<Xf<w. (15) 

POSITION ACROSS MICROBRIDGE x (jtm) 

Fig. 3 Influence of the assumptions of infinite microbridge width and 
linearized film-substrate heat flux 
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Fig. 4 Temperature profiles across the microbridge for different elec
tron-beam focus locations 

Equations (11), (12), and (13) are combined with the tem
perature-field solution from the thermal analysis, T(P,X/i',x,y), 
to compute the critical current in each cross section of the 
microbridge. The critical current of cross section y during the 
absorption of an electron beam of power P, which is focused 
on the microbridge at the coordinates (x = xf, y = 0), is given 
by 

lc(P,xf,y) •• 
IcO 

^lirlrf-A1 

T(P,xf;x,y) 
1 + 

T(P,xf;x,y) 

1 + T0 

dx. 

(14) 

Equation (14) assumes that, in the presence of the electron 
beam, the current in the film redistributes itself such that it 
makes the best use of the available current density distribution, 
which is different from that given by Eq. (13) due to the 
temperature field. A voltage along the bridge appears only if 
the bridge current exceeds Ic given by Eq. (14) for some y. 

The temperature along lines of constant x peaks at the cross 
section directly under the beam focus, y = 0. This cross section 
limits the critical current of the entire bridge. For given bridge 
dimensions and film and substrate materials, the overall mi
crobridge critical current Ic depends on the beam power P and 
beam focus location X/. Stoehr et al. (1978) measured the crit-

Results and Discussion 
The microbridge cross section whose critical current is most 

reduced by the electron beam is located at y = 0. Since tem
perature differences in the z direction in the film are neglected, 
temperature profiles in this cross section are presented in Figs. 
2-4 with respect to the x coordinate only. Figure 2 compares 
temperature profiles obtained in the present analysis to those 
obtained using the theory of Flik and Tien (1990b), which was 
derived for a microbridge of infinite width with a temperature-
independent thermal conductivity. In addition, the heat flux 
between the film and substrate was linearized to the form 

q"=4KTl(T-TQ). (16) 

The thermal conductivity of lead at 4.2 K, 330 W m"1 K"1, 
and a heat absorption cylinder of radius 0.87 fim are used in 
evaluating the closed-form solution. The critical temperature 
of lead, Tc = 7.2 K, is shown in Fig. 2 to indicate the importance 
of the error in temperature of the closed-form solution for the 
calculation of the critical current. 

Since the closed-form solution applies to microbridges of 
infinite width it underpredicts the temperature field in a mi
crobridge of finite width. The importance of this effect in
creases with an increase in the ratio of the film thermal healing 
length, (kd/h)W2, to the distance from the beam focus to 
the nearest microbridge edge. Using 330 W m _ 1 K - 1 for 
k and 2.1 x 104 W m KT1 for h yields a linearized thermal 
healing length of 130 ̂ m, which is larger than the microbridge 
half-width of 50 /xm. The linearization of Eq. (3) given by 
Eq. (16) is appropriate only for film temperatures 7" such that 
(T-T0)/T0«l. If this condition is not satisfied, Eq. (16) 
underpredicts the flow of heat into the substrate. 

The good performance of the closed-form solution results 
from two compensating assumptions, whose relative impor
tance is shown in Fig. 3. The solid curves indicate the exact 
solution of the present analysis. The other curves indicate 
solutions of the present analysis either for bridges of infinite 
width or for microbridges with linearized heat flux. Both as
sumptions are justified at the beam power of 1 mW. At 3 mW 
the linearization is the worst simplification, resulting in an 
error in temperature of more than 50 percent at x = 4.3 jim. 
The error due to the heat flux linearization increases more 
rapidly with beam power than the error due to the infinite 
microbridge width assumption. 
' The effect of neglecting the temperature dependence of the 
thermal conductivity of lead is also investigated. If the thermal 
conductivity of lead is assumed to be constant at its value at 
4.2 K, 330 W m~' K - ' , the temperature is underpredicted near 
the beam focus. This is because the film thermal conductivity 
given by Eqs. (4) and (5) is actually much lower than 
330 W m _ 1 K~' in the regions with higher temperature. 

Figure 4 shows the effect of varying the beam focus location 
on the temperature profiles for a single beam power. The 
maximum temperature of the film and the spatial extent of 
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the portion of the film with temperature above the critical 
temperature Tc are highly dependent on the beam focus lo
cation. While the maximum temperature increases as the beam 
focus location approaches the adiabatic edge of the micro-
bridge, the width of the portion of the film above the critical 
temperature reaches a maximum for a beam focus location in 
the interior of the microbridge. The beam focus location has 
a strong influence on the microbridge critical current because 
the critical current density distribution in the bridge cross sec
tion given by Eq. (13) peaks at the bridge edges. 

Figure 5 compares the present solution for the critical current 
as a function of the beam power to the closed-form solution 
of Flik and Tien (1990b) and to the experimental data of Stoehr 
et al. (1978). The closed-form solution of Flik and Tien (1990b) 
was calculated using a thermal conductivity of lead of 
86.6 W m"1 K -1. The theory of Flik and Tien (1990b) is 
in agreement with the experimental data. This is due in part 
to the competing effects of the assumptions of linearized 
film-substrate heat flux and infinite microbridge width. This 
theory cannot be expected to predict other data as well, in 
particular for the cases of very narrow films and large values 
of {T-T0)/T0. 

Stoehr et al. (1978) varied both the electron beam voltage 
and the electron beam current to control the beam power. The 
electron initial energy E0, which increases linearly with the 
beam voltage, is of negligible importance to the measured 
critical current. For low beam powers, a beam focused near 
the edge of the microbridge (Xf= 49 fim) has the greatest effect 
on the critical current, the density of which is assumed to be 
greatest near the microbridge edges. In contrast, an electron 
beam focused at the center of the microbridge (x/=0 /̂ m) 
requires less power to make the entire width of the microbridge 
normal than a beam focused at the edge. The electron beam 
is scanned across the entire width of the microbridge, and each 
beam focus location determines at some beam power the mi
crobridge critical current. The solid curve for the scanning 
beam is the minimum envelope of curves relating critical cur
rent to beam power for all beam focus locations. Figure 6 
shows this minimum envelope for three values of the microb
ridge width 2w. The ordinate of this graph is the ratio of the ' 
microbridge critical current to the critical current of the unir
radiated microbridge, Ic/Ico- The normalized critical current 
increases for a given beam power with increasing microbridge 
width. The beam power at which the critical current in the 
microbridge is reduced to zero increases with increasing mi
crobridge width. 

Figure 7 shows temperature profiles in planes parallel to the 
flow of current and normal to the film surface. For each beam 
focus location Xj the temperature profile is given for the plane 

fcd 
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Fig. 7 
cations 

0 

"—-"i I !"" l 
LEAD MICROBRIDGE ON SAPPHIRE 

BEAM POWER P = 2.0 mW 
x = xf, To = 4.2 K, 

2w = 100 urn, d = 1.1 |±m 

x = xf = 0 nm 35 nm 49 |im 

10 IS 20 25 

POSITION ALONG MICROBRIDGE y (|im) 

Longitudinal temperature profiles for different beam focus lo-

parallel to the flow of electric current that contains the line 
x=X/, z = 0. The arrows show for each beam focus location 
the value of y at which the temperature is equal to the critical 
temperature. This figure indicates that the longitudinal extent 
of the normally resistive region in the microbridge increases 
as the beam focus approaches the microbridge edge. This helps 
to explain the shape of the voltage response obtained by Stoehr 
et al. (1978) due to scanning the electron beam across the 
microbridge width at constant power with a constant bias cur
rent in the microbridge. The greater longitudinal extent of the 
normal region, along with the maxima in the critical current 
density distribution at the microbridge edges, resulted in the 
peaks in voltage response when the beam was focused near the 
microbridge edges. 

Concluding Remarks 
If the characteristic dimension of the film volume directly 

heated by the electron beam is much smaller than the width 
of the microbridge, the variation of the distribution of heating 
intensity within that volume has little effect on the microbridge 
critical current. Thermal analysis of a microbridge of width 
of the order of or smaller than its linearized thermal heal
ing length,{kd/h)in, must consider the finite microbridge 
width. A linearization of the heat flux from the film to the 
substrate is appropriate if the temperature Tin the film satisfies 
(7"- r 0 ) / r o « 1, where T0 is the substrate temperature. The 
error due to this linearization increases rapidly with the power 
of the electron beam. 

The voltage response in a superconducting microbridge is 
determined by the beam power and focus location and the bias 
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current in the microbridge. The present thermal analysis be
comes appropriate for investigation of the voltage response if 
Joule heating is incorporated into the energy balance and the 
potential for normal-zone thermal propagation is considered. 
Prediction of the voltage response requires experimental data 
for the resistivity in the microbridge as a function of its tem
perature and bias current. 

The theory in the present analysis for the prediction of crit
ical currents in low-temperature superconducting microbridges 
is an idealization of the complex interaction of electrical cur
rent, magnetic field, and temperature with the microbridge 
geometry. A theory for the case of epitaxial high-temperature 
superconducting microbridges must consider the anisotropy of 
those materials and the effects of flux creep and grain bound
aries. There is a need for simple, yet accurate models that 
describe the behavior of supercurrent in specific geometries 
with temperature fields. The agreement of the predicted critical 
current with experimental data in the present work shows that 
the method of Intrinsic Thermal Stability has promise for the 
prediction of the critical current of high-temperature super
conductors in the presence of thermal disturbances. 
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loving Front Fixing in Thin Film 
Laser Annealing 
The process of laser melting and recrystallization of thin silicon films, which are 
deposited on amorphous substrates, is capable of improving the semiconductor 
electrical and crystalline properties.' The process is controlled by the intensity of the 
laser beam, the material translation speed, and the thermal and radiative properties 
of the semiconductor layer and the encapsulating structure. Accurate theoretical 
modeling of the associated phase change process is essential for optimal material 
processing. This paper presents a numerical model implementing a front-fixing 
approach and body-fitted curvilinear grids to analyze the heat transfer and the 
induced crystallization rates in thin film laser annealing. The results are compared 
to experimental data and reasonable agreement is obtained. Further improvements 
depend upon knowledge of thin film thermal and optical properties. 

I Introduction 
Thin film heat treatment is of growing importance to current 

microchip technology because it enables the fabrication of 
novel electronic devices. The use of light sources to melt and 
recrystallize thin semiconductor layers has been investigated. 
Laser melting and recrystallization are effected by sweeping a 
radiative source across a polycrystalline layer that has been 
deposited on a bulk amorphous substrate or an oxidized wafer. 
The induced crystal grain size increase results in improvement 
of the electrical transport properties that significantly enhances 
the value of the material as an active component in electronic 
devices (Celler, 1983). 

Single crystal, thin film material has been produced in iso
lated lithographically patterned areas, usually of 20 by 100 (im 
size. Electronic devices fabricated in this recrystallized material 
have shown good performance and reliability. However, con
sistent control of the crystal growth orientation is not yet 
possible, and the strong tendency toward supercooling and 
rapid solidification may cause numerous defects (Geis et al., 
1986). The benefits of modifying the temperature field have 
been shown by Biegelsen et al. (1981), Stultz and Gibbons 
(1981), and Kawamura et al. (1982). These investigators shaped 
the heating laser source profile to obtain concave solidification 
trailing edge boundaries, curved inward, into the liquid pool. 
Production of single-crystal thin silicon strips of up to 50 /jm 
width and of several centimeters in length, was reported using 
this technique. It is evident that in order to improve laser 
recrystallization it is necessary to analyze the heat transfer and 
the induced phase-change transformations. 

Current numerical models of thin-film laser annealing in
clude simulations of silicon film melting by laser line heat 
sources of infinite width (Kubota et al., 1986); approximate 
methods (Waechter et al., 1986); and three-dimensional sim
ulations (Grigoropoulos et al., 1991a). These models use the 
enthalpy formulation (Atthey, 1974; Shamsundar and Spar
row, 1975, 1977). The enthalpy method circumvents the need 
for satisfying the exact energy balance conditions across the 
phase-change boundary. The position of the moving phase-
change boundary does not appear in the calculations and it is • 
not a direct part, but rather an implicit derivative of the so-
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lution. Upon melting, the silicon thermal conductivity increases 
by a factor of three (Appendix B), while the absorbed energy 
is decreased by a factor of two. The treatment of these property 
changes in an enthalpy change of phase scheme using fixed 
rectangular grids is not straightforward. On the other hand, 
the use of Kirchoff's transformation as by Kubota et al. (1986) 
cannot completely eliminate the temperature dependence of 
the material thermal properties, since the silicon thermal dif-
fusivity remains a strong function of temperature. 

Control of the phase boundary shape and the induced crys
tallization rates is essential. To achieve that, it is necessary to 
apply accurate numerical models that capture the motion of 
a distinct isothermal phase boundary and solve the exact system 
of field equations and interfacial boundary conditions. Lo
cating the position of the phase boundary can either be done 
by tracking its motion in time or by fixing it with a suitable 
choice of spatial coordinates (Crank, 1987). Front-fixing is 
accomplished by mapping the solid and the liquid phases into 
fixed rectangular domains. Direct transformations, such as the 
transformation in radial coordinates for arbitrarily shaped re
gions (Saitoh, 1978), can be used for this purpose. 

The present work uses boundary-fitted curvilinear coordi
nate systems that are generated by the solution of an elliptic 
system of partial differential equations (Thompson et al., 
1977a, 1977b; Thames et al., 1977). The resulting finite dif
ference conductive heat transfer equations in the solid and the 
liquid regions are solved separately in their respective trans
formed, fixed domains. Phase boundary advancement is then 
determined by the energy balance across the solid-liquid in
terface. The computational results are compared to a set of 
experimental data (Grigoropoulos et al., 1991a). 

II Computational Analysis 
A sketch of the basic structure to be modeled is shown in 

Figure 1. A polysilicon film of thickness dsi is deposited on a 
fused silica substrate of thickness dss and encapsulated by a 
Si02 layer of thickness denc. A multiline laser beam of Gaussian 
intensity distribution passes through the transparent substrate 
and is partially absorbed by the silicon layer. Heat is lost from 
the upper and lower surfaces of the structure by convection 
and radiation. Matsushima and Viskanta (1990) examined cou
pled radiative transfer and heat convection in silicon crystal 
growth from the melt using a vertical Bridgman method. This 
is a large-scale system, with small temperature differences and 
resulting temperature gradients. In the structure examined in 
the present study, the typical length scale representing the size 

Journal of Heat Transfer FEBRUARY 1992, Vol. 114 / 271 
Copyright © 1992 by ASME

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



radiation 
convection 

liquid silicon 

transparent 
glass substrate 

aser beam 

Fig. 1 Sketch of a silicon layer of thickness dst = 0.5 /im, deposited 
on a glass substrate of thickness dss = 0.5 mm, and encapsulated by 
a glass layer of thickness dem = 0.5 fim 

of the heat affected zone in the solid material, H = 1 mm. 
Estimate of the conduction-radiation parameter (Viskanta and 
Anderson, 1975), NR.C = oT3

m/(k/H) yields a value of about 
0.01 in the solid silicon region. Liquid silicon has a high ex
tinction coefficient, and is opaque to radiation, with an ab
sorption coefficient of the order of 108 m~ l for wavelengths 
close to 1 /jm. Conduction is therefore the dominant mode of 
heat transfer. The complete equation of radiative transport in 
participating media need not be solved, unless the detailed 
radiation distribution is desired, possibly for the purpose of 
comparison with in-situ process diagnostics. 

II.1 Formulation. Both the silicon film and the encap
sulating layer are thin, each having a thickness of 0.5 (im. The 
heat transfer in these layers can, therefore, be represented by 
the heat conduction equation integrated across the respective 
layer thickness. The heat transfer in the silicon layer is 

/ d Ts[ d Tsj 
psi(Tsi)cPtSi(Tsi)[—+ V — 

d_( dTsi 

" dxr*^ dx 

d I dTsi 

dy\ dy 
1 

+ J-[Qab(X, y, Tsi) - Qrad^tX/)] 

i / dTsi 
+ -r(ksi(Tsi)-^ 

dsi \ dz 
' ksj( I j , ) " 

.dTsi 

dz 
(1) 

* = <*ei 

In the encapsulating layer the heat transfer is given by 

Penc \ ^ enc / ^/?,enc \ ^ enc / 
d 1 enc T /

 e n c 

dt dx 
~7T~ I ^enc \ * enc.) 7. 

dx\ ax 

d I dTenc 

dy\ dy 

" t o p \ •* enc •* °° / ^enc \ -* enc / 
.dT„ 

dz z = d„ 

(2) 

The heat conduction equation in the substrate is 

/ ^ TSs & Ts, 
Pss \ -* ss)Cp,ss\ *ss) \ « , ' ' ĵ 

d_( dTs, 

'dx[ sA ss) dx 

The laser beam energy that passes through the transparent 
substrate and is absorbed by the silicon layer is given by 

Qab(x, y, T„) = 2 [1 -Ru(T„) -TXi(Tsi)]Q%l(x, y) (4) 

The radiative heat flux balance and the thin film reflectivity 
and transmissivity, Rxi and TX,-, are calculated (Grigoropoulos 
et al., 1991a) using thin film optics, which take into account 
wave interference effects (Born and Wolf, 1970; Knittl, 1976; 
Heavens, 1955). The material optical properties used in these 
calculations are given in Appendix B. When liquid, the silicon 
film is opaque and its reflectivity is R^b,/ = 0.527. The ab
sorption penetration depth is about 10 nm for visible wave
lengths in the spectral range of the annealing laser beam. The 
solid silicon density varies slightly with temperature (3 percent 
change from the ambient temperature, Tm = 300 K, to the 
melting temperature, Tm = 1685 K). This density change does 
affect the optical properties and is included in the analysis. 
The melted silicon film exhibits a metallic behavior, and the 
change in the silicon density from the solid phase to the liquid 
phase does not affect the light absorption in the semiconductor. 

Nomenc la ture . 

"enc 

dsi = 

dss = 
e = 
F = 

h = 
H = 

i = 
J = 
J = 
/ = 
k = 

kext = 

L = 
M = 
N = 

linear coefficient of temperature depend
ence of the real part of the silicon refrac
tive index 
specific heat 
encapsulating layer thickness 
semiconductor layer thickness 
substrate thickness 
percent error 
function indicating the phase boundary 
position 
convective heat transfer coefficient 
length scale 
unit vector in the x direction 
Jacobian of the grid transformation 
unit vector in the y direction 
imaginary unit 
thermal conductivity 
extinction coefficient 
extinction coefficient of silicon at 300 K 
latent heat of fusion 
number of grid points in the £ direction 
number of grid points in the -q direction 

N, R-C — 
nsi = 
n°si = 

nw = 

n = 
P = 

PT = 
Q = 

Q = 

Qab = 

Q e x . = 

Q° = 

<2rad = 

R = 

conduction-radiation parameter 
real part of the silicon refractive index 
real part of the silicon refractive index at 
300 K 
number of laser beam peak wavelengths 
outward normal to the phase change 
boundary into the solid material 
complex refractive index 
control function for the grid spacing in the 
£ direction 
laser beam total power 
line heat sink strength 
control function for the grid spacing in the 
•q direction 
laser beam intensity absorbed by the silicon 
layer 
laser light irradiance distribution 
peak power intensity of the laser beam 
radiative loss from the silicon layer through 
the encapsulating layer and the glass 
substrate 
reflectivity 
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The laser beam intensity distribution is assumed to be Gaussian 
and circular; 

QK?(x,y)=Q!faip 
2 , 2' 

x +y (5) 

The laser beam parameters, W\,-, and the power fractions cor
responding to the nw = 6 laser line centers were measured as 
described by Grigoropoulos et al. (1991a). The emission losses 
are estimated in a simple manner, by considering an isothermal 
structure irradiated from above and below, with a blackbody 
source at conditions of thermal equilibrium. The local energy 
flux and the light absorption through the stratified structure 
are given by the time-averaged Poynting vector. The light ab
sorption in the encapsulating layer, the polysilicon film, and 
the substrate is evaluated by considering the incident radiation 
as coherent and unpolarized, following Planck's intensity dis
tribution. Using Kirchhoff's law, the total hemispherical 
emissivities e*ac, ej/, and e^ are obtained by integrating, first 
with respect to direction and then over the wavelength spec
trum. The + and - superscripts indicate losses through the 
upper structure surface and the bottom substrate surface, cor
respondingly. The radiative loss from the silicon layer is 

Grad , a = ff(ei/ + e s / ) ( T j ( - Ti) (6) 

For the encapsulating layer, 6enc is negligible, 

t irad.enc ^ e n c \ -* enc ^ oo ) 

Similarly, the radiative loss from the substrate surface, through 
the encapsulating layer, e^ = 0 

(7) 

t / rad.ss G^ss \ * ss -* ooj (8) 

Perfect thermal contact and continuity of the heat flux across 
the interfaces between layers are assumed throughout the cal
culations. The solid and liquid silicon regions are separated 
by a sharp interface, described by the equation 

F(x,y,t)=0 (9) 

The phase boundary is isothermal: 

Tsi,s{x, y, t) = TsU(x, y, t) = Tm, at F(x, y,t)=0 (10) 

The energy balance across the silicon phase change interface 
is: 

d T*; c 
^ Si,Si - kSi,i(Tsiti) 

dTs si,l 
r. - "01,J \ — OI,l / r\ 

dn an 
PsiATm)Lsi' (v„-n-n) at F(x, y, t) = 0. (11) 

In the above equation, v„ is the local speed of the phase bound
ary in the normal direction to the phase change boundary, n, 
pointing into the solid region. 

The boundary condition at the bottom substrate surface is 

" Kss \ * ss) 
dTss 

dz _ ? bot 

•^boi[FSs(x, y, Zbot) 

- T J + e;sa[rss(x, y, z b o t )
4 - 7 l ] (12) 

where zb01 = c?enc + dsi + dss. The boundary condition at the 
top surface has been included in the integrated equation for 
the encapsulating layer, Eq. (2). The coefficients htop and hbot 

that appear in Eqs. (2) and (12) are estimated using expressions 
for free convection from horizontal surfaces. It is unlikely that 
these estimates are accurate, in view of the time scale of the 
problem, and the highly localized temperature distribution. 
Simple order of magnitude arguments and computational re
sults show that the convective losses are a small fraction of 
the absorbed energy in the area of interest. Far away from the 
laser beam center, the temperature T —• T„. 

The heat transfer is solved in a transformed computational 
domain. The transformation required is from the Cartesian 
(x, y, z) system to a curvilinear system, (£(x, y), -q(x, y), z), 
where the z coordinate remains unaffected. The curvilinear 
coordinates (£(x, y), ri(x, y)), are solutions of the Poisson 
type, elliptic system of partial differential equations with ex
ponentially varying grid control functions P(£, ??), and Q(£, 
rj) (Thompson et al., 1977a, 1977b, 1985). Equation (1) for 
the heat transfer in the silicon layer becomes in the transformed 
domain: 

Psfip,si 
ar_i 
bt~ J 

{ynTi-y^T,) 

x f - >^-^)(f 
= ^2[«(* i i7' t) t-j8(^7',)j-j8(*J /7t), + 7(*BT,), 

Nomenclature (cont.) 

s 
Ste 

/ 
T 

Tm 

Tm 

V 
v» 

W\i = 

X 

y 
z 

a. P, 7, /*. 

phase boundary position 
Stefan number 
time 
temperature 
silicon melting temperature = 1685 K 
ambient temperature 
material translation speed 
velocity of the phase boundary in the nor
mal to the interface direction 
distance from the laser beam center to the 
point when the irradiance intensity of the 
blue (X = 488 nm) component of the laser 
beam drops to 1/e of its peak value 
distance from the laser beam center to the 
point where the irradiance of the X; wave
length component of the laser beam drops 
to 1/e of its peak value 
coordinate in the scanning direction 
coordinate in the transverse direction 
coordinate normal to the sample surface 
grid geometry coefficients 
solid silicon thermal diffusivity 

a, 
e 
V 
X 
X; 

X6 

P 

Subscripts 
bot 
enc 

/ 

si 
ss 

top 

Accents 

liquid silicon thermal diffusivity 
emissivity 
curvilinear coordinate 
wavelength 
wavelength of laser line center (/ = 1, ..., 
«>v) 

blue (X = 488 nm) laser light wavelength 
curvilinear coordinate 
density 
Stefan-Boltzmann constant 
transmissivity 

bottom substrate surface 
encapsulating layer 
liquid region 
solid region 
silicon layer 
substrate 
top structure surface 

nondimensional variable 
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Fig. 2 Composite curvilinear (inite difference grid 

o 1000 -

0 8 12 
Time, t (ms) 

16 20 

Fig. 3 Predicted peak silicon layer temperature history: laser beam 
power PT = 1.8 W, 1/e irradiance radius wxb = 40 urn, and material 
translation speed V = 2 mm/s 

+ *dGi7, + vT$\ +—(Qab - &ad,s;) 

i / dT 

dsi \ dz 

dT 
ksi dz 

z = d„ 

(13) 

In the above equation, the temperature dependence of psi, cP:Si, 
and ksi is not explicitly shown. The "grid speed" terms dx/dt, 
dy/dt are evaluated at constant (£, -q), to yield the motion of 
the transformed mesh points on the physical (x, y) plane. 
Similar expressions are obtained for the heat transfer in the 
encapsulating layer and the substrate. The grid geometric pa
rameters are given below: 

a = x2
ri+y2

tl, fi = Xi.xv+y(yv, 1 = x\+y\ 

ix = (yiDx-xiDy)/J, v = (x„Dy -yvDx)/J 

Dx^aXtt-iPx^ + y^, Dy = ayH-2PyH + yyriri (14) 

II.2 Numerical Implementation. The finite difference grid 
used in the solution of the laser annealing problem is composed 
of nonuniformly spaced in the z-direction layers of the three-
region curvilinear mesh, shown in Fig. 2. Region I is fit to the 
liquid silicon. Region II, which is doubly connected, has a 
circular outer boundary with a radius equal to five times that 
of the average radius of Region I. Region III, also doubly 
connected, is radial with uniform angular spacing and non
uniform spacing radially. The outer radius is taken to be 20 
times the laser beam radius, w\b, to provide a sufficiently large 
computational domain. 

The curvilinear coordinates (£, ij) are generated in regions 
I and II by solving an eiliptic partial differential equation 
system. The solution utilizes a fully nested multigrid algorithm 
(Hackbush, 1985; McCormick, 1987) in the internal region I 
and a Gauss Seidel iteration method in the external doubly 
connected region II. To allow for consistent spacing of the 
coordinate lines when using the control functions P and Q, 
and avoid numerical problems, the regions are normalized by 
the average phase boundary radius. Region III is created al
gebraically by extending the coordinate lines in the radial di
rection. The nonuniform radial spacing is provided by linearly 
increasing distance between gridpoints. 

The transformed rectangular domains were discretized using 
uniform increments, A£ = 1/M, Aij = l/N. The finite dif
ference representations of the spatial derivatives of the trans
formed equations are based on a centered nine-point 
computational molecule. Second-order accurate, central dif
ference expressions are used to evaluate the geometric param
eters / , a, (3, 7, ix, and v as well as the spatial, first-order 
partials of temperature 7^ and Tn. The second-order derivative 
terms (kT()s, {kT^, (kT^)v, and (kTn)n are evaluated as shown 
by Thompson et al. (1985), by combining forward and back

ward finite difference expressions. The resulting expressions 
maintain the nine-point computational molecule and reduce 
to the second and mixed derivative finite difference approxi
mations for the constant thermal conductivity case. The spatial 
derivatives in the z direction and the convective boundary 
conditions at the lower and upper surfaces are treated using a 
thermal resistance approach. The grid speed terms, dx/dt and 
dy/dt, are evaluated using second-order accurate, backward 
finite difference approximations. The time derivative of tem
perature is approximated with a first-order accurate, forward 
difference. 

Special treatment is required in applying the discretized field 
equations at the computational nodes that define the inner 
region I in the encapsulating layer and the substrate and that 
also belong to region II. The corner nodes of region I are 
handled by defining a local (£, ij) coordinate system (Thompson 
et al., 1985). The thermal gradients across the phase-change 
boundary, dTsiiS/dn and dTsU/dn, Eq. (11), are evaluated by 
using second-order accurate, forward and backward finite dif
ference expressions, correspondingly. 

Explicit, finite difference expressions for the transient heat 
conduction equation are thus derived. The nonlinear radiative 
loss terms are evaluated at the previous time step. A local 
stability criterion is determined numerically and used to obtain 
the allowable time step. The initial condition is that at zero 
time the structure is isothermal, at the ambient temperature, 
Ta. An enthalpy scheme on a fixed nonuniform orthogonal 
grid is used to begin the solution. After a short time, the moving 
grid scheme is applied. Bilinear interpolation is used to obtain 
the temperature fields on the curvilinear grid and define an 
initial phase-change boundary. The front-fixing algorithm con
sists of the following steps: 

(i) Determine the temperature field in the solid and liquid 
silicon regions at the new time. 

(//) Obtain the new temperature field in the encapsulating 
layer and the substrate. 

(Hi) Based on the new silicon layer temperatures, calculate 
the displacement of the phase boundary nodes using 
the energy balance equation. 

(iv) Generate the new boundary-fitted grids and repeat the 
process. 

The accuracy of the algorithm was evaluated by comparing 
numerical results versus known analytical solutions for one-
dimensional phase change problems with cylindrical symmetry 
(Appendix A). 

II.3 Results. Computations were carried out for a range 
of parameters corresponding to experimental data provided by 
Grigoropoulos et al. (1991a). It was assumed that the laser 
beam is suddenly turned on and focused on the moving silicon 
layer. 
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V = 2 m m / s V = 2mm/s 
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Fig. 4(a) Predicted temperature distribution in the silicon layer at I = 
20 ms, for the laser beam parameters and material translation speed of 
Fig. 3 
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Fig. 5(a) Predicted temperature distribution in the silicon layer, for PT 

= 1.8 W, V = 2 mm/s, and wx6 = 70 ^m, at f = 20 ms 
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Fig. 4(b) Predicted temperature distribution of a x-z cross section 
through the glass substrate that corresponds to Fig. 4(a) 

Fig. 5(b) Predicted temperature distribution on a x-z cross section 
through the glass substrate that corresponds to Fig. 5(a) 

Figure 3 shows the predicted peak silicon layer temperature 
as a function of time for a laser beam of total power, PT = 
1.8 W and 1/e intensity radius, w^b = 40 pm. Over 260,000 
time steps were necessary to reach the final time, t = 20 ms, 
at which a quasi-static temperature distribution, fixed with 
respect to the laser beam, is established. Figure 4(a) is a contour 
plot of the induced temperature fields in the silicon layer. 
Figure 4(b) shows the corresponding temperature distribution 
in the glass substrate on the x-z cross section through the axis 
of the laser beam. It can be seen that the molten pool is almost 
circular and that the isotherm migration in the silicon layer 
and the substrate due to the translation of the structure is 
relatively small. Figures 5(a) and 5(b) show the temperature 
fields in the silicon layer and in the substrate, for a laser beam 
radius W\b = 70 ^m. The peak temperature in the silicon layer 
drops to about 1950 K. Figure 6 shows the effect of increasing 
the material translation speed, V, on the temperature field 
distribution in the silicon layer. For V = 20 mm/s, the peak 
temperature in the silicon layer, at a time t = 20 ms, is about 
2400 K. 

It is also evident that for this set of parameters, the predicted 
maximum temperature in the silicon layer and the glass sub
strate exceeds the softening point of glass, which is about 1880 
K. No critical temperatures and corresponding latent heats of 
fusion are defined for amorphous glass, but discontinuities in 
the glass specific heat upon rapid transformation may occur 
(McLellan and Shand, 1984). In the absence of specific data, 
these changes are neglected in the analysis, which considers 
phase transformation only in the silicon layer. Table 1 com
pares experimental and computational values of the average 

V = 20mm/s 

620/im 

T ( K ) 

- 2100 
- 1900 
- 1685 
- 1500 
- 1200 
- 900 
- 600 
- 400 

Fig. 6 Predicted temperature distribution in the silicon layer, for PT •• 
1.8 W, w^b = 40 p.m, and V = 20 mm/s, at f = 20 ms 

molten spot diameter for a laser beam total power PT = 1.8 
W and material translation speed, V = 2 mm/s at a time, t 

' = 20 ms. 
In the experiments, the laser beam total power was controlled 

within 5 percent, and the laser beam size, W\b, was measured 
with an average estimated accuracy of 7 percent. The results 
for vfxi, = 40 /im show that the front fixing model overpredicts 
the molten pool size, in contrast to the underprediction of the 
enthalpy code. The computational results indicate a pool re
duction with increasing beam diameter, in contrast to the trend 
of slight increase recorded by the experiments. Solidification 
of laser-melted silicon films is a complex phenomenon, with 
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Table 1 Comparison between the experimental results, the 
enthalpy-based calculations, and these computations 

w\b, Mm 

40 
50 
60 
70 

Molten Spot Diameter, nm 

Experiment 
108 
118 
120 
126 

Enthalpy 
scheme 

89 
107 
106 
102 

Present 
computations 

122 
120 
116 
110 

partial melting observed at low incident laser power densities 
(Grigoropoulos et al., 1988, 1991a). For a laser beam total 
power PT = 1.8 W, partial melting begins at wXb = 80 fim, 
with an increasing solid phase fraction in coexistence with the 
liquid phase. This phenomenon cannot be captured by the 
present numerical scheme, which assumes that the molten zone 
contains only the uniformly liquid phase. The difference be
tween the experimental data and the numerical results may 
also be attributed to deviations of the thermal conductivity of 
the polycrystalline silicon film and the bulk silicon thermal 
conductivity (Tai et al., 1988). At large laser beam diameters, 
an increased part of laser light absorption occurs in the solid 
silicon. The high-temperature thin polycrystalline film prop
erties may deviate from the bulk properties for single-crystal 
silicon that were used in these calculations, and must be studied 
in detail. An experimental method was developed by Grigo
ropoulos et al. (1991b) to obtain spatially resolved surface 
reflectivity measurements during thin film annealing. These 
quantitative experimental results demonstrated the need for 
extensive studies of the thin film radiative properties. 

Ill Conclusions 
A three-dimensional, transient computational model was 

constructed for the analysis of laser melting of thin silicon 
films on glass substrates. The numerical model implements a 
front-fixing approach using body-fitted curvilinear grids. The 
mesh is generated by the solution of a system of elliptic partial 
differential equations. The model accuracy was tested and 
verified versus analytical solutions for a phase-change problem 
with cylindrical symmetry. The computational results for the 
laser annealing process were compared to a set of experimental 
data and reasonable agreement was obtained. The front fixing 
method complements the enthalpy-based approach, when at
tention is focused on the details of the thermal gradient dis
tribution across the moving phase boundary. Algorithm 
improvements include implementation of curvilinear meshes 
that are naturally adapted to the temperature field distribution. 
The major computational constraint results from the time step 
requirement imposed by stability. 
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Validation of the Numerical Algorithm 
The front-fixing algorithm for the analysis of phase change 

276 / Vol. 114, FEBRUARY 1992 Transactions of the ASME 

Downloaded 13 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table A1 Comparison of boundary position using a 9 x 9 inner grid 
with Ste = 0.1; q = 10, k,lk, = 3 

r 
.70000 

.97100 

1.38100 

1.97900 

2.84299 
3.84299 

4.84301 

5.84304 

7.38305 

9.38308 
11.38312 

San 
1.131436 

1.332573 

1.589198 

1.902411 
2.280184 

2.651042 

2.976046 

3.268896 
3.674512 

4.142423 
4.562602 

Snuii 

1.133376 

1.335433 

1.593582 

1.909128 
2.290278 • 

2.664909 
2.993487 

3.289786 
3.700650 

4.175100 
. 4.600953 

emin 

0.39 

0.50 
0.49 

0.42 

0.34 
0.26 

0.20 

0.15 
0.08 

0.00 

0.05 

emax 

1.57 

1.90 

1.94 

1.88 

1.79 
1.71 

1.64 

1.59 

1.61 

1.68 
1.73 

eavg 

0.79 

0.98 
1.05 

1.08 
1.10 

1.13 
1.14 

1.16 

1.18 

1.19 
1.21 

Table A2 Comparison of boundary position using a 17 x 17 inner grid 
with Ste = 0.1; q = 10, k,lks = 3 

t 
.60000 

.70000 

.86500 

1.06499 

1.32399 

1.63399 
2.03399 

2.52400 
3.11000 

3.80400 

4.62199 
5.55799 

6.55801 

7.55803 

8.55806 

9.55808 

10.5581 

11.5581 

san 
1.047057 

1.131436 
1.257734 

1.395582 

1.556054 
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Fig. A1 Plot of phase boundary position sas a function of time, f for 
Ste = 0.1, q = 10, k,lkB = 3; a 9 x 9 finite difference grid was used in 
the inner region 

in two dimensions was validated by comparing the numerical 
result to a known analytical solution. The sole exact solution 
that is available for this purpose describes freezing by a line 
heat sink in an infinite medium with cylindrical symmetry 
(Carslaw and Jaeger, 1959). For a heat sink of strength q, in 
a medium of constant density at an initial temperature T„ > 
Tm, the nondimensional heat sink strength, q, is 

4wks(Tao-Tm) 

and the Stefan number 

Ste = -
s V •* oo J m ) 

(Al) 

(A2) 

The comparison between the analytical solution and the 
numerical solution that was obtained using a 9 x 9 inner grid, 
for Ste = 0.1, q = 10, and k,/ks = 3 is shown in Table Al . 
It can be seen that the maximum error is less than 2 percent. 
For the same set of parameters, Table A2 compares the an
alytical solution with the numerical solution that was obtained 
on a 17 x 17 inner grid. The increased number of time steps 
is the result of the reduction of the maximum time step allow
able. The maximum error is decreased, to less than 0.6 percent. 
Figure Al shows the dimensionless phase boundary location, 
as a function of the dimensionless time, for the 9 x 9 inner 
computational grid. 

A P P E N D I X B 

Material Properties Used in the Calculations 
B.l Optical Properties. The real part of the silicon re

fractive index is a linear function of temperature between ap
proximately 300 and 1000 K (Jellison and Burke, 1986; Jellison, 
1984). 

B„(X, r ) = « ° ( X ) + a„ (X)( r -300) (Bi) 

The coefficient «„(X) is a fifth-order polynomial of the wave
length X. The extinction coefficient, klf, is given by the fol
lowing expression: 

kef (X, T) = Ar°(X)exp(r-273/430) (B2) 

The liquid refractive index at the blue (Xfc = 488 nm) wave
length has been measured by Shvarev et al. (1975): 

«, = 2.2+/4.4 (B3) 

The glass substrate and the encapsulating layer are transparent 
in the visible region where the annealing laser source operates, 
but absorbing in the infrared and ultraviolet ranges that con
tribute to thermal emission. These layers were assumed to have 
a common complex refractive index, independent of temper
ature, but a function of wavelength, taken from Palik (1985). 

B.2 Thermal Properties. The silicon thermal conductiv
ity varies with temperature (Touloukian, 1970): 

ksLs(T) = 2.99 x lOVCT- 99) (W/m/K) (B4) 

The liquid silicon thermal conductivity ksiJ = 67 W/m/K. 
The solid silicon volumetric specific heat is: 

0.17066 XlO6 J 
P„>(7,)cPsi,,(r) = 1.4743x10° + -

The glass volumetric specific heat, penc 

Pss(T)cP:SS(T) 
tivity kmc(T) 

300 m3K 

(T)cp^nc(T) 

(B5) 

2.64 x 106 J/m3K and the thermal conduc-
kss = 1.4 W/m/K. 

The latent heat of fusion L = 1.4 x 106 J/kg. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

A Solution for the Parallel-Flow Regenerator 

F. E. Romie1 

Introduction 
Regenerators are characterized by the thermal capacitance 

of their matrices, which supply or accept heat from two fluids, 
a and b, that enter at different but constant temperatures and 
flow, alternately, through the same flow passages for time 
periods ta and tb. For parallel-flow regenerators the fluids flow 
through the passages in the same direction. Steady-state pe
riodic operation is attained after a sufficient number of alter
nating periods following start-up. 

The purpose of this note is to give a solution for the thermal 
effectiveness and the fluid and matrix temperatures for the 
parallel-flow regenerator operating under steady-state periodic 
conditions. The solution is restricted to equal fluid capacitance 
rates, (wc)a = (wc)b = wc, and equal conductances, (hA)a 
= (hA)b = hA, for transfer of heat between the fluids and 
the matrix. Thus, for heat transfer, the fluids are differentiated 
only by their inlet temperatures and flow periods, which, in 
general, are different. The convention is adopted that the sub
script a is assigned such that ta/tb does not exceed unity. 

Hausen (1983), using a different mathematical approach, 
finds the solution under the additional constraint that ta/tb = 
1. He shows, as is true of the recuperator, that a regenerator 
operating with parallel flow has a thermal effectiveness less 
than would be obtained with counterflow. Baclic and Heggs 
(1986) treat the parallel-flow regenerator with A = hA/wc —• 
oo. At the limit the local difference between the fluid and matrix 
temperatures is zero and in this extreme case the thermal ef
fectiveness can be unity over certain ranges of other param
eters. 

A solution without the restrictions of equal capacitance rates 
and conductances can be obtained using the methods employed 
by Romie and Baclic (1988) for the asymmetric counterflow 
regenerator. However, the parallel-flow regenerator finds little 
or no application in technology and the main motivation for 
this note is the simplicity of the solution presented. 

The Differential Equations 
The regenerator analyzed is defined by the following ideal

izations: (1) The capacitance rates, wc, thermal conductances, 
hA, and matrix thermal capacitance, WC, are uniform and 

' Palos Verdes Estates, CA 90274. 
Contributed by the Heat Transfer Division of the THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
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constant. (2) No heat is conducted in the matrix material in 
the direction of fluid flow. (3) No resistance is offered by the 
matrix material to heat flow in the direction normal to fluid 
flow. (4) The thermal capacitances at the contained fluids are 
negligibly small compared to the thermal capacitance of the 
containing matrix. This latter idealization means, in effect, 
that the fluids must be gases and that transit times for gas 
particles to flow through the matrix must be negligibly small 
compared to the flow periods. (Operating conditions for which 
this fourth idealization is not required are described at the end 
of this note.) 

With these idealizations, energy balances give two equations 
applicable during period a: 

•=T„~T„= -
dTa 

d(Ilax) 
The two equations applicable during period b are: 

drb 

d(Aby) 
= Tb-rb= -

dTb 

d(Ilbx) 

(1) 

(2) 

In these equations, x is the fractional completion of a period 
(x = t/ta during period a and x = t/tb during period b) and 
y is the fractional distance through the matrix of flow length 
L, K = (hA)a/{wc)a, Ab = (hA)b/{wc)b, no = {hA)ata/WC 
and Ub = {hA)btb/WC. Due to the restrictive conditions men
tioned above, A„ = Ab = A and Ii0/n6 = ta/tb. The equations 
are linear and no loss of generality is incurred by using inlet 
gas temperatures of 0 and 1 for ra and rb. Ta and Tb are matrix 
temperatures during periods a and b. 

Functions Used 
The Anzelius-Schumann functions, Fa(u, v) and G0(u, v) 

(Romie, 1987) are used to express the sought solution. The 
functions satisfy two equations, 

dGQ(u, v) dF0(u, v) 
--r0-u0 = - (3) 

dv ou 
with Fo(0, v) - 1 and G0(u, 0) = 0. An integral used in this 
note is 

\ G0(z, v)dz= -Fi(u, v) + v (4) 

Numerical values of the required functions can be found by 
evaluating three functions: 

G-i(«, v) =exp(-u-v)I0(2\fuv) (5) 

F„ , (M, v) = e x p ( - n - v) (u/v)ulIl(2-Juv) (6) 

« /t,\<
r+1>/2 

G0(u, y)=exp(-w-u) J] ( -1 Ir+i(2~Juv) (7) 

Using these functions gives 

F0(u, v) = G0(u, v) + G-l(u, v) (8) 
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F,(«, v) = (v-u)G0(u, v) + v(G.i+F.l) (9) 

Ir is the modified Bessel function of the first kind, rth order, 
and u and v are positive. 

Solution of Equations 

Consider a gas at unity temperature flowing through the 
matrix also at unity temperature. At time zero the gas entrance 
temperature is stepped to zero. The matrix and gas temperature 
responses to this excitation are 

Tn = F0(Unt/t„, Ay) (10) 

T„ = G0(Uj/t„,Ay) (11) 

In these equations the subscript n is either a or b and t can 
have any positive value. The negative of the excitation produces 
the negative of these responses. 

The inlet gas temperature excitation for the regenerator is 
a periodic rectangular wave of unit height with a trough du
ration n„ and peak duration n 6 . The steady-state periodic 
solutions during period a at time Uax are found by summing 
the responses to all excitations preceding the time Rax. 

Ta(x,y)=Yi (Go(nax + /?7(na + n f c),Ay) 
m = 0 

-G0(Uax+nb + m(Ua + nb), Ay)) 

(F0(Uax+m(na + nb),Ay) Ta{.x,y) = Yj 
m = 0 

(12) 

(13) -F0(Ilax+nb + m(na + Ilb), Ay)) 

For initial matrix and gas temperature zero a unit step in
crease of inlet gas temperature produces the responses, 

T„=\-F0(Unt/tn,Ay) (14) 

Tn=l-G0(n„t/t„,Ay) (15) 

Summing responses to all excitations preceding the time Hbx 
gives the temperatures during period b. 

Oo 

T6(X, JO = 1 - 2 (G0Olbx+m(Ua + nb),Ay) 
m = 0 

-G0(Ubx+Ua + m(Ua + nb), Ay)) (16) 
Co 

Tb(x,y) = l-J] (.F0(Ubx+m(Ila + Ub),Ay) 
m = 0 

-F0(Ubx + Ua + m(na + Ilb),Ay)) (17) 

These solutions satisfy Eqs. (1) and (2) and the conditions 
ra(x, 0) = 0 during period a and rb(x, 0) = 1 during period 
b. Also the matrix temperature distribution at the end of a 
period is the matrix temperature distribution at the beginning 
of the succeeding period; Ta(l,y) = Tb(Q, y) and Tb(l, y) = 
Ta{0, y). Note that the start-up transient can be obtained using 
the preceding method of solution. 

With adoption of the convention regarding assignment of 
the subscript a and the use of 0 and 1 for inlet gas temperatures, 
the thermal effectiveness, e, is the time-mean temperature of 
the gas leaving the matrix during period a. 

e= \ ra(x, \)dx (18) 

Using Eqs. (4) and (12) for the integration gives 

e = W S ( ^ ( ' " ( H . + IIft), A)-Fl(Ua + m(Ila + Iib), A) 

-Fl(nb + m(Ua + nb),A)+Fl((m+l)(na + nb), A)) (19) 

The magnitudes of the change in enthalpy of the mass of 
gas that passes through the matrix during a flow period and 
the net heat transferred between the gas and matrix during the 
period are equal and necessarily the same for both periods. 

t a / t b - 1 

l l l I I ' l l I I I I I I I I—1—1—L-

" O . o 1.0 1.5 2 .0 

Fig. 1 Thermal effectiveness with tjtb = 1 
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Fig. 2 Thermal effectiveness with tjtb = 0.8 

The net heat, Q, transferred during a period is 

Q=t{WCt)a(Thin-Tdn) (20) 

in which TM„ and rcin are the actual hot and cold inlet tem
peratures. 

Results and Discussion 
Figures 1 and 2 give the thermal effectiveness for, respec

tively, ta/tb = 1 and 0.8. The abscissa is C*r = na/A„ and the 
parameter differentiating the curves is Ntu = Aa/(1 + n / 
Ub). For the restrictions of this note, C% = wcta/WC and Ntu 
= A/(l + ta/tb). The thermal effectiveness given in Fig. 1 {tj 
tb = 1) is in agreement with the results presented by Hausen. 
The figures show that the effectiveness can either increase or 
decrease with increasing Ntu depending on the value of C*r. 
For large Ntu the peaks in Fig. 1 occur at C*„ = 1, 1/3, 1/5, 

The peak magnitudes decrease rapidly as C*rr becomes 
small. At the limit, C*rr = 0, the effectiveness, as noted by 
Hausen, is given by the expression for the effectiveness of the 
parallel-flow recuperator; e = (1 - exp(-Ntu(l + C*)))/(l 
+ C*). Here C* = naA6/(II6Aa) and, for this note, equals t„/ 
tb. For both counterflow and parallel-flow regenerators the 
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Table 1 Comparison of parallel-flow, ep, and counterflow, 
tc, effectiveness at C*r - 1 

t„/tb = 1 t„/tb = 0.8 
eP 

0.427 
0.531 
0.628 
0.722 
0.801 
0.859 
0.900 
0.929 

ec 

0.466 
0.601 
0.709 
0.790 
0.850 
0.893 
0.925 
0.946 

ep 

0.452 
0.573 
0.688 
0.790 
0.867 
0.916 
0.945 
0.963 

«c 

0.486 
0.630 
0.744 
0.828 
0.886 
0.924 
0.949 
0.965 

Fig. 3 Gas (thin lines) and matrix temperature distributions during pe
riod a with Ntu = 32, C,* = 0.5, and tjt„ = 1 

Fig. 4 Gas (thin lines) and matrix temperature distributions during pe
riod a with Ntu = 32, C*„ = 1.0, and tjtb = 1 

product eCrr is the capacitance utilization (Romie, 1979), which 
cannot exceed unity. Thus for C*r > 1 the effectiveness cannot 
exceed l/C*r. 

Table 1 gives a comparison of the thermal effectiveness of 
parallel-flow and counterflow regenerators at C*r = 1. The 
effectiveness of the counterflow regenerator increases mono-
tonically with decreasing C*r and becomes equal to the effec
tiveness of the counterflow recuperator at C*r = 0 (ec = Ntu/ 
(1 + Ntu) at C*r = 0 if t„/tb = 1). As indicated above, for 
C„ > 1 the effectiveness of both types of regenerator is asymp
totic to the curve e = 1/C*r. 

Figures 3 and 4 show matrix and gas temperature distri
butions for Ntu = 32 and ta/tb = 1 at five times during period 
a. Figure 3 is for C*r = 0.5, which corresponds to the ap
proximate minimum effectiveness for Ntu = 32. Figure 4 is 
for C*r = 1, which corresponds to the maximum effectiveness. 
Note that Figs. 3 and 4 give the temperature of the exiting O 
= 1) gas at five times during period a. 

The supply of gas a or gas b to the regenerator is controlled 
by a two-position valve. Similarly the gas leaving the regen
erator is controlled by a valve that diverts the gas to an a or 
b gas duct. If, following operation of the upstream valve, the 
operation of the downstream valve is delayed by the time it 
takes the newly admitted gas to replace the resident gas, then 
(ideally) no mixing of the two gases will occur. (The inlet gas 
pressures are assumed to be equal and mixing in the plenums 
and flow passages is assumed not to occur.) With this delay 
it can be shown that the fourth idealization is not required 
and therefore the fluids need not be restricted to gases. No 
valve operation mode that avoids mixing of the admitted gas 
and resident gas is available to the counterflow regenerator. 
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Vortex Generator Induced Heat Transfer Augmentation 
Past a Rib in a Heated Duct Air Flow 

T. A. Myrum,1 S. Acharya,1 S. Inamdar,1 and A. Mehrotra1 

Nomenclature 

cp = constant-pressure specific heat of air 
d = diameter of the cylindrical vortex generator 

Dh = hydraulic diameter = 10.2 cm 
h = rib height 

h(x) = local heat transfer coefficient = qc(x)/(Tw(x) -
Tb{x)) 

k = air thermal conductivity at (TbM + Tb(L,))/2 
k(x) = air thermal conductivity at (T^(x) + Tb(x))/2 

L = downstream displacement of the rod from the rib 
L, = length over which the average Nusselt number is 

computed 
m = mass flow rate 

Nu(x) = local Nusselt number = h{x)Dh/k(x) 
(-L/ 

Nu = average Nusselt number = (Dh/k) qc{x)dx/ 
Jo 

[ (TUx) - Tb(x))dx 
Jo 
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Table 1 Comparison of parallel-flow, ep, and counterflow, 
tc, effectiveness at C*r - 1 

t„/tb = 1 t„/tb = 0.8 
eP 

0.427 
0.531 
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0.722 
0.801 
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0.900 
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Fig. 3 Gas (thin lines) and matrix temperature distributions during pe
riod a with Ntu = 32, C,* = 0.5, and tjt„ = 1 

Fig. 4 Gas (thin lines) and matrix temperature distributions during pe
riod a with Ntu = 32, C*„ = 1.0, and tjtb = 1 

product eCrr is the capacitance utilization (Romie, 1979), which 
cannot exceed unity. Thus for C*r > 1 the effectiveness cannot 
exceed l/C*r. 

Table 1 gives a comparison of the thermal effectiveness of 
parallel-flow and counterflow regenerators at C*r = 1. The 
effectiveness of the counterflow regenerator increases mono-
tonically with decreasing C*r and becomes equal to the effec
tiveness of the counterflow recuperator at C*r = 0 (ec = Ntu/ 
(1 + Ntu) at C*r = 0 if t„/tb = 1). As indicated above, for 
C„ > 1 the effectiveness of both types of regenerator is asymp
totic to the curve e = 1/C*r. 

Figures 3 and 4 show matrix and gas temperature distri
butions for Ntu = 32 and ta/tb = 1 at five times during period 
a. Figure 3 is for C*r = 0.5, which corresponds to the ap
proximate minimum effectiveness for Ntu = 32. Figure 4 is 
for C*r = 1, which corresponds to the maximum effectiveness. 
Note that Figs. 3 and 4 give the temperature of the exiting O 
= 1) gas at five times during period a. 

The supply of gas a or gas b to the regenerator is controlled 
by a two-position valve. Similarly the gas leaving the regen
erator is controlled by a valve that diverts the gas to an a or 
b gas duct. If, following operation of the upstream valve, the 
operation of the downstream valve is delayed by the time it 
takes the newly admitted gas to replace the resident gas, then 
(ideally) no mixing of the two gases will occur. (The inlet gas 
pressures are assumed to be equal and mixing in the plenums 
and flow passages is assumed not to occur.) With this delay 
it can be shown that the fourth idealization is not required 
and therefore the fluids need not be restricted to gases. No 
valve operation mode that avoids mixing of the admitted gas 
and resident gas is available to the counterflow regenerator. 
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Vortex Generator Induced Heat Transfer Augmentation 
Past a Rib in a Heated Duct Air Flow 

T. A. Myrum,1 S. Acharya,1 S. Inamdar,1 and A. Mehrotra1 

Nomenclature 

cp = constant-pressure specific heat of air 
d = diameter of the cylindrical vortex generator 

Dh = hydraulic diameter = 10.2 cm 
h = rib height 

h(x) = local heat transfer coefficient = qc(x)/(Tw(x) -
Tb{x)) 

k = air thermal conductivity at (TbM + Tb(L,))/2 
k(x) = air thermal conductivity at (T^(x) + Tb(x))/2 

L = downstream displacement of the rod from the rib 
L, = length over which the average Nusselt number is 

computed 
m = mass flow rate 

Nu(x) = local Nusselt number = h{x)Dh/k(x) 
(-L/ 

Nu = average Nusselt number = (Dh/k) qc{x)dx/ 
Jo 

[ (TUx) - Tb(x))dx 
Jo 
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qc(x) = convective heat flux corrected for radiation and con
duction losses 

Re = Reynolds number = UDh/v 
s = rod-rib spacing 

Tb(x) = local bulk temperature = (w/mcp) \ qc(x')dx' + 
Jo 

Tb,in 
Tbj„ = measured inlet bulk temperature 

T„(x) = local shim temperature 
U = average duct velocity 
w = channel width = 30 cm 
x = streamwise (axial) coordinate 
v = kinematic viscosity at (Tbiin + Tb{L,))/2 

Introduction 
The present investigation represents the initial phase of a 

comprehensive experimental program designed to study the 
potential for increasing the heat transfer per unit pressure drop 
in a ribbed duct by positioning vortex generators at key lo
cations in the flow. In particular, the present investigation 
consists of a rib positioned at the inlet to a rectangular test 
section with uniform heating at its bottom wall. Local and 
average Nusselt number results are obtained for a circular rod 
positioned either immediately above or just downstream of the 
rib. Of particular interest are the effects of the dimensionless 
rod-rib spacing, s/h, the dimensionless rod diameter, d/h, and 
the Reynolds number on the local and average Nusselt num
bers. Pressure measurements have been omitted because, owing 
to the small pressure drop across a single rod-rib configuration, 
the uncertainty is significant (as large as ±100 percent at a 
Reynolds number of 3300). 

To these authors' knowledge, no studies dealing with the 
present rod-rib configuration are reported in the open litera
ture. Relevant studies are those for reattaching shear layers 
behind backward-facing steps, for which Bradshaw (1975), 
Eaton and Johnston (1981), Aung and Watkins (1979), and 
Aung (1983) provide comprehensive reviews. The studies of 
Sparrow and Tao (1983, 1984) and McEntire and Webb (1990) 
are representative of local heat (mass) transfer studies for sep
arated flows past multiple ribs and two-dimensional protruding 
heat sources, respectively. 

As for the effect of circular rods on the heat transfer (mass 
transfer) from smooth surfaces, the studies of Thomas (1965, 
1966), Watson and Thomas (1967), and Karniadakis et al. 
(1988) showed that for laminar flow, circular wires placed 
above a smooth horizontal surface resulted in increased heat 
transfer (mass transfer). This was attributed to a premature 
transition to turbulent flow conditions. 

The Experiments 

The experiments were conducted in an insulated, asym
metrically heated test section (101.6 cm long x 30 cm wide x 
6.10 cm high), which was located after a 40 hydraulic diameter 
long flow-development section. A constant heat flux boundary 
condition at the bottom wall of the test section was simulated 
by dissipating d-c current in a 0.025-mm-thick stainless steel 
shim. 

Chromel-constantan thermocouples (0.076 mm dia) spot ' 
welded to the underside of the shim at 15 mm intervals along 
the centerline were used to measure the local shim tempera
tures. Thermocouples positioned at off-center line locations 
confirmed that the spanwise temperature variation was less 
than 4 percent of the minimum shim-to-bulk fluid temperature 
difference. The maximum effect of the heating current on the 
measured thermocouple voltage was less than 12 /*V (0.2°C), 
which is within the uncertainty of the temperature measure
ment. 

The rib, made from cold-drawn steel, had a square profile 
and was 6.35 mm on a side. It spanned the entire test section 
width and was positioned with its upstream face flush with the 
leading edge of the shim. 

To minimize buoyancy effects, the power supplied to the 
shim was set to give Gr///(Re//)2 < 0.10, where Gr// and Rew 

are the Grashof and Reynolds numbers, respectively. Both GrH 

and Rew were based on the duct height, and GxH is based on 
the maximum shim-to-inlet temperature difference. 

The local Nusselt number distribution for the heated wall 
of the test section was determined from the local convective 
heat flux, qc(x), and the measured shim temperatures (see 
Nomenclature). The determination of qc{x) involved subtract
ing conduction and radiation heat losses from the local electric 
heat flux generation, ^eiec (x), which was verified to be uniform 
(i.e., less than a 2 percent variation) over the shim surface. 

Conduction losses through the bounding walls of the test 
section were determined at three different axial locations from 
a finite-difference solution of the two-dimensional (y-z plane) 
heat conduction between the inner bounding surfaces of the 
test section and the outer surface of the wooden box surround
ing the insulation. It was found that for a given Reynolds 
number, a single conduction correction factor could be used 
for the entire test-section length. The conduction heat flux 
through the walls ranged from 5.40 percent (Re = 24,000) to 
17 percent (Re = 3,300) of <yeiec. Axial conduction effects were 
accounted for by using a finite difference solution for the 
conduction in the x-y plane and included the stainless steel 
shim, the plexiglass sheet, to which the shim was attached, and 
the insulation. Local radiation losses were estimated using e 
= 0.17 for the shim and e = 0.9 for the plexiglass top wall 
and side walls. The radiation loss ranged from 5 percent (Re 
« 24,000) to 18 percent (Re » 3300) of <7eiec-

Experimental Results 
Uncertainty and Preliminary Results. Experimental un

certainties were computed using the method of Kline and 
McClintock (1953). Typically, the uncertainties in the local 
and average Nusselt numbers were ±4.5 percent, ±5.5 per
cent, and ±10 percent for Re ~ 24,000, 5000, and 3300, 
respectively. Reproducibility measurements revealed that for 
Re = 3300, 5000, and 24,000, the local and average Nusselt 
numbers could be reproduced to within ±10, ±5 , and ±5 
percent, respectively. The uncertainty in the Reynolds number 
was ±3.5 percent (the flow rate was measured using ASME 
orifice plates). 

To test the experimental apparatus and the methods used to 
account for the heat conduction and radiation losses, a set of 
data runs was performed for a smooth duct (i.e., no rib or 
rod). For Reynolds numbers between 3100 and 24,000, it was 
found that the average Nusselt number for the entire test-
section length was within ±12 percent of that predicted by the 
correlation of Gnielinski (1976). This is well within the ±20 
percent uncertainty associated with the Gnielinski correlation. 

Effect of Rod-Rib Spacing—Local Results. Figure 1 shows 
that the local Nusselt number distributions for the "rib-only" 
case and the "rod-rib" cases for all of the s/h values at each 
Reynolds number have the same general shape. That is, the 
Nusselt number initially increases in the recirculation region, 
peaks near the reattachment point, and decays in the rede
velopment region. 

The increase in Nusselt number toward the rib from its local 
minimum is believed to be the result of a counterrotating vortex 
located immediately behind the rib. Sparrow and Tao (1983) 
observed a similar effect for mass transfer in a multiple-ribbed 
duct. They documented the presence of the counterrotating 
vortex using flow visualizations. Baughn et al. (1984) also 
observed an initial decrease in the local Nusselt number for 
flows past an abrupt circular channel expansion. They, too, 
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Fig. 1 Effect of rod-rib spacing on the local Nusselt number, d/h = 
0.5; the x values are measured from the downstream face of the rib 

rationalized that the decrease was due to a counterrotating 
vortex. The absence of the initial decrease for Re » 24,000 is 
believed to be caused by a shrinking of the counterrotating 
vortex at the higher Reynolds number and therefore its presence 
cannot be detected by the present thermocouple distribution. 

Inspection of the "rib-only" results shows that the location 
of the maximum Nusselt number, hereafter to be loosely re
ferred to as the "reattachment point," for Re » 3300 and 
5000 occurs downstream of that for Re = 24,000. The flow 
is fully turbulent for Re ~ 24,000, and the much greater 
"reattachment length" at Re » 3300 and 5000 would seem to 
indicate a transitional flow at these Reynolds numbers. It is 
well known that the reattachment length is much larger in the 
laminar-transitional regimes (Aung, 1983). 

A comparison between the "rod-rib" results and the "rib-
only" result in Fig. 1 shows that at the lowest flow rate, the 
presence of the rod results in considerable Nusselt number 
enhancement up to about four hydraulic diameters. It is also 
seen that for s/h = 0.25 and 0.5 the "reattachment point" is 
downstream of that for the "rib-only" case, whereas for s/h 

50 
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Fig. 2 Effect of rod diameter on the local Nusselt number, s/h = 0.S 

= 0.75, the "reattachment location" is upstream of that for 
the "rib-only" case. 

The above-described behavior can be explained intuitively 
as follows: At the lowest Reynolds number considered, Re » 
3300, the flow is either in the transitional or in the low-tur
bulence Reynolds number regime, and the introduction of a 
vortex generator promotes turbulence, which, in turn, is likely 
to enhance heat transfer. For s/h = 0.25, the vortex generator 
is in close proximity to the rib, and the shift downstream of 
the "reattachment" could well be due to the rod-rib acting 
like a single element. For s/h = 0.75, the rod is vertically 
displaced by a sufficient distance, and acts as a separate entity. 
Consequently, the reattachment length is much shorter, and 
in fact, is less than the "rib-only" case. This reduction is either 
due to the downward deflection of the flow by the rod or due 
to the interaction of the vortex street behind the rod and the 
shear layer behind the rib. 

For the medium flow rate (Re » 5000), the general behavior 
is similar to that at Re » 3300. The increase in Reynolds 
number results in decreased "reattachment lengths" for all of 
the s/h values. The degree of rod-induced enhancement is 
observed to be less than at the lowest flow rate. 
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Table 1 Average* Nusseit numbers 
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Fig. 3 Effect of rod-rib spacing on the local Nusseit number for a 
downstream rod, Llh = 1.75, d/h = 0.5 

In contrast to the results for Re « 3300 and 5000, the results 
for Re = 24,000 show that the presence of the rod, at whatever 
spacing, causes a slight reduction in the peak Nusseit number. 
It is also seen that the "reattachment lengths" for s/h = 0.50 
and 0.75 are nearly identical to each other and to that for the 
"rib-only" case. On the other hand, reattachment for s/h = 
0.25 occurs downstream of that for the "rib-only" case. 

At Re = 24,000, the flow is fully turbulent, and the vortex 
generator does not enhance the turbulence levels or the heat 
transfer, as it apparently does at the lower Reynolds numbers. 
The decrease in Nusseit number due to the rib can perhaps be 
explained by the retardation in local velocity due to the fric-
tional loss associated with the rod. 

Effect of Rod Diameter—Local Results. Figure 2 displays 
the effect of the rod diameter for a fixed rod-rib spacing, s/ 
h = 0.5. At the lowest Reynolds number, the reattachment 
location is shifted downstream relative to the "rib-only" case 
due to the spacing effect, but the rod diameter has no effect 
on the reattachment location. Note, however, that the Nusseit 
numbers increase with increasing rod diameter. 

With increasing rod diameter, it is believed that turbulence 
promotion is enhanced. This belief is supported by earlier 
studies of flow past a single rod (Tritton, 1960) where the 
vortex shedding frequency is observed to increase with rod 
Reynolds number. Higher vortex shedding frequencies are ex
pected to lead to greater unsteadiness and turbulence. This 
effect promotes higher values of the local heat transfer max
imum, and Nu increases with increasing d/h. 

At the medium flow rate, for the two smallest diameters, 
the results appear to be virtually identical, with the peak values 
lying below that for the "rib-only" case. This is probably due 
to the reduction in velocities caused by the vortex generator. 
Beyond reattachment, however, the "rod-rib" results lie above 
those for the "rib-only" case. The results for the largest di
ameter are observed to lie above the rest of the results. 

R e 
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0.50 
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1.1 
1.2 

1.1 
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1.3 

1.1 
1.2 

1.10 
1.05 
1.12 

1.15 
1.05 
1.13 

1.17 
1.18 
1.05 

0.92 
0.91 
0.91 

0.95 
0.97 
0.90 

1.01 
0.92 
0.94 

0.98 
0,82 

* Average includes the rib 
+ Average over first four hydraulic diameters 
++ Average over first two hydraulic diameters 

No diameter effect is observed for the two smallest diameters 
at Re = 24,000. However, contrary to the results at the lower 
Re values, the peak for the largest diameter lies below those 
for the lower diameters and the "rib-only" case, and the "reat
tachment point" lies downstream of the other "reattachment 
points." It is speculated that the behavior for d/h = 1.0 is 
the result of a reduction in the local velocities due to the 
frictional loss associated with the increased rod size. 

Results for the Displaced Rod—Local Results. Figure 3 
examines the effect of s/h for a rod located downstream of 
the rib. For s/h = -0.25, which corresponds to the rod cen-
terline being at the same height as the rib, the Nusseit number 
has two local peaks, with the first peak being immediately 
below the rod. It is seen that the magnitude of this peak is 
considerably higher than the corresponding peaks for the "rib-
only" and the s/h = 0.75 cases. Since the centerline of the 
rod for s/h = -0.25 corresponds to the top of the rib, it is 
speculated here that the flow, as it comes off the rib, is deflected 
by the rod in two directions: downward into the heated shim 
and upward and around the top of the rod. The first large 
peak is caused by the premature reattachment of the flow due 
to the downward deflection of the flow by the rod. With 
increasing x/Dh, it is seen that the Nusseit number drops off 
rapidly to a minimum value, which is below the minimum 
"rib-only" value. 

Beyond the minimum point, the Nusseit number recovers 
and attains a secondary peak which lies above the "rib-only" 
peak. It is believed that the second peak corresponds to a 
second reattachment point. The second reattachment point is 
believed to be caused by the reattachment of the flow that 
moves over the top of the rod. 

For s/h = 0.75, the rod is placed above the plane of the 
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rib, and there is only a single reattachment as in the earlier 
cases of L/h = 0. Beyond reattachment, the Nu curve lies 
above the other two curves until about x/Dh = 1.3 (20 rib 
heights). 

At the highest flow rate, the Nusselt number for s/h = 
- 0.25 displays the same behavior that it did at the lowest flow 
rate, with an initial maximum below the rod, subsequent min
imum, and secondary maximum. After the secondary maxi
mum point, the s/h = - 0 . 2 5 results merge with the "rib-
only" results. 

Average Nusselt Results. Average Nusselt numbers, Nu, 
are presented in Table 1. They have been normalized by Nu 
for the rib. Since the rod effect is confined to the first four 
hydraulic diameters for Re ~ 3300 and 5000 and to the first 
two hydraulic diameters for Re « 24,000, in order to obtain 
a more accurate picture of the effect of the rod on the heat 
transfer, the average results were obtained by averaging over 
the first four hydraulic diameters for the two lowest flow rates 
and over the first two hydraulic diameters for the highest flow 
rate. 

The table shows that the maximum enhancement in Nu due 
to the rod is 30 percent. This occurs at the minimum flow rate, 
maximum diameter, and spacings of 1.0 and 1.5 rib heights. 
It is also seen that enhancements of 20 percent are quite com
mon at the lowest flow rate, while enhancements ranging from 
15 to 18 percent occur at the medium flow rate. At Re « 
24,000, the effect of the rod degrades heat transfer relative to 
the "rib-only" case, with this degradation being between 6 
and 18 percent. The results for s/h = 0.75 and d/h = 0.5 
show that moving the rod downstream decreases the Nu by 8 
percent at the highest flow rate, and has no effect on Nu for 
the lowest flow rate. 
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Heat Transfer From a Square Source to an Impinging 
Liquid Jet Confined by an Annular Wall 

D. L. Besserman,1 F. P. Incropera,2 and S. Ramadhyani2 

Nomenclature 
A r = area ratio = -w(l.9d)2/L2 

d = internal nozzle (jet) diameter 
Dc = diameter of confining (annular) wall 

DeS{ = effective diameter of square heater = 
(sflL + L)/2 

h = average heat transfer coefficient 
kf = fluid thermal conductivity 
L = width of square heater 

L* = average radial extent of wahjet 
Nu0eff = average Nusselt number = hD^/kf 

Nu/, = average Nusselt number = hL/kj 
Pr = Prandtl number 

q = convection heat transfer rate (power dissipation) 
R = radius of round heater 

Red = Reynolds number = umd/v 
Re/,* = Reynolds number = umL*/v 

S = separation from jet exit to impingement surface 
T0 = upstream fluid (jet) temperature 
7^ = average surface temperature 
um = mean exit velocity of jet 

v — kinematic viscosity 

Introduction 
Steady advances in manufacturing technologies related to 

very large-scale integrated circuit (VLSI) chips are sustaining 
significant increases in circuit densities. With an attendant 
increase in power dissipation, related heat fluxes are ap
proaching 5 x 105 W/m2 , and within this decade, fluxes in 
excess of 2 x 106 W/m 2 are anticipated. Dissipation of such 
fluxes will require a liquid coolant, as well as an effective means 
of coolant delivery, such as jet impingement. For a scheme in 
which the jet is separated from the chip by conducting plates 
(Yamamoto et al., 1987), water may be used as the coolant, 
but if jet-to-chip contact is desired, a dielectric fluorocarbon 
must be used (Incropera, 1990). 

In high-speed computing and data processing systems, it is 
desirable to space chips closely in an aligned, planar array for 
which cooling to each chip may be independently effected by 
a single circular jet. Manifolding for such an arrangement is 
likely to involve a concentric discharge tube, which redirects 
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rib, and there is only a single reattachment as in the earlier 
cases of L/h = 0. Beyond reattachment, the Nu curve lies 
above the other two curves until about x/Dh = 1.3 (20 rib 
heights). 

At the highest flow rate, the Nusselt number for s/h = 
- 0.25 displays the same behavior that it did at the lowest flow 
rate, with an initial maximum below the rod, subsequent min
imum, and secondary maximum. After the secondary maxi
mum point, the s/h = - 0 . 2 5 results merge with the "rib-
only" results. 

Average Nusselt Results. Average Nusselt numbers, Nu, 
are presented in Table 1. They have been normalized by Nu 
for the rib. Since the rod effect is confined to the first four 
hydraulic diameters for Re ~ 3300 and 5000 and to the first 
two hydraulic diameters for Re « 24,000, in order to obtain 
a more accurate picture of the effect of the rod on the heat 
transfer, the average results were obtained by averaging over 
the first four hydraulic diameters for the two lowest flow rates 
and over the first two hydraulic diameters for the highest flow 
rate. 

The table shows that the maximum enhancement in Nu due 
to the rod is 30 percent. This occurs at the minimum flow rate, 
maximum diameter, and spacings of 1.0 and 1.5 rib heights. 
It is also seen that enhancements of 20 percent are quite com
mon at the lowest flow rate, while enhancements ranging from 
15 to 18 percent occur at the medium flow rate. At Re « 
24,000, the effect of the rod degrades heat transfer relative to 
the "rib-only" case, with this degradation being between 6 
and 18 percent. The results for s/h = 0.75 and d/h = 0.5 
show that moving the rod downstream decreases the Nu by 8 
percent at the highest flow rate, and has no effect on Nu for 
the lowest flow rate. 
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Heat Transfer From a Square Source to an Impinging 
Liquid Jet Confined by an Annular Wall 

D. L. Besserman,1 F. P. Incropera,2 and S. Ramadhyani2 

Nomenclature 
A r = area ratio = -w(l.9d)2/L2 

d = internal nozzle (jet) diameter 
Dc = diameter of confining (annular) wall 

DeS{ = effective diameter of square heater = 
(sflL + L)/2 

h = average heat transfer coefficient 
kf = fluid thermal conductivity 
L = width of square heater 

L* = average radial extent of wahjet 
Nu0eff = average Nusselt number = hD^/kf 

Nu/, = average Nusselt number = hL/kj 
Pr = Prandtl number 

q = convection heat transfer rate (power dissipation) 
R = radius of round heater 

Red = Reynolds number = umd/v 
Re/,* = Reynolds number = umL*/v 

S = separation from jet exit to impingement surface 
T0 = upstream fluid (jet) temperature 
7^ = average surface temperature 
um = mean exit velocity of jet 

v — kinematic viscosity 

Introduction 
Steady advances in manufacturing technologies related to 

very large-scale integrated circuit (VLSI) chips are sustaining 
significant increases in circuit densities. With an attendant 
increase in power dissipation, related heat fluxes are ap
proaching 5 x 105 W/m2 , and within this decade, fluxes in 
excess of 2 x 106 W/m 2 are anticipated. Dissipation of such 
fluxes will require a liquid coolant, as well as an effective means 
of coolant delivery, such as jet impingement. For a scheme in 
which the jet is separated from the chip by conducting plates 
(Yamamoto et al., 1987), water may be used as the coolant, 
but if jet-to-chip contact is desired, a dielectric fluorocarbon 
must be used (Incropera, 1990). 

In high-speed computing and data processing systems, it is 
desirable to space chips closely in an aligned, planar array for 
which cooling to each chip may be independently effected by 
a single circular jet. Manifolding for such an arrangement is 
likely to involve a concentric discharge tube, which redirects 
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the spent coolant 180 deg following impingement on a chip 
and routes it through an annular passage in counterflow with 
the jet. Although recent studies have experimentally addressed 
single- and two-phase convection heat transfer from a chiplike 
heater to an impinging circular jet (Stevens and Webb, 1989; 
Nonn et al., 1989; Womac et al., 1990), they were performed 
under conditions for which motion of the spent fluid did not 
influence heat transfer. Experiments involving heat transfer 
from a discrete source to a circular jet with annular collection 
of the spent fluid have been performed (Sparrow et al., 1987; 
Besserman et al., 1991), but in both cases the source was a 
circular disk, coaxial with the jet. 

The objective of this study has been to consider experimen
tally impingement cooling of a chiplike source by a liquid, 
circular jet under conditions for which single-phase convection 
heat transfer from the source may be influenced by annular 
collection of the spent fluid. The experiments were performed 
with water and for operating conditions that are consistent 
with chip cooling requirements. 

Experimental Procedures 
The test cell used for the experiments is shown schematically 

in Fig. 1. Water exits a tubular nozzle of inside diameter d, 
traverses a distance S from the nozzle exit to a square heater 
of width L on a side, and is discharged in counterflow through 
an annular gap having an outer (confinement) diameter of Dc. 
Two jet nozzles, having diameters of d=4.42 mm and 9.27 
mm, with corresponding wall thicknesses of 0.91 mm and 1.74 
mm, respectively, were tested, and dimensionless nozzle exit 
to heater separation distances were varied over the range 1 < S/ 
d<5. With a fixed tube length of 190 mm, the dimensionless 
tube development length exceeded 20, insuring near fully de
veloped conditions for turbulent flow at the nozzle exit. The 
width of the heat source (a square copper block bonded to a 
chromium alloy resistance heater) was fixed at L = 12.7 mm, 
which is representative of today's VLSI chips, while diameters 
of Z)c = 22.23 mm and 38.10 mm were considered for the lexan 
substrate in which the heater was flush mounted. Correspond
ing dimensionless length scales were in the ranges 1.37 <L/ 
d<2.87 and 2.40<Dc/d<8.62. Conduction losses through the 
substrate and heater module were negligible (<2 percent), 
permitting the assumption that all of the power dissipated by 
the heater was transferred by convection to the jet. 

Seven 0.076 mm (3 mil) copper-constantan thermocouples 
were routed through small channels machined in the copper 
block and soldered flush with the surface to insure an accurate 
measure of the surface temperature (Fig. 1). Calibration of 
the thermocouples indicated consistency to within 0.1 °C, and 
all readings were used to obtain an area-weighted-average sur
face temperature, Ts. To calculate Ts, the heater surface was 
subdivided into three zones (identified by the concentric squares 
in Fig. 1). The average temperature of each zone was deter
mined by an arithmetic averaging of the temperatures regis
tered by the associated thermocouples. The three zone-average 
temperatures were then combined into an area-weighted av
erage. With the heat source fabricated from copper, temper
ature variations along the surface were small (< 2 ° C), rendering 
the assumption of an isothermal surface condition appropriate 
for evaluating the average convection coefficient. 

From additional measurements of the upstream fluid tem
perature T0 and the power dissipation q, the average convection 
coefficient, h = q/L2(Ts-T0), was determined and a corre
sponding Nusselt number, based on either the heater width or 
an effective diameter, was computed. The heater power was 
adjusted to maintain a temperature difference of 
(7^ - T0) ~ 10°C for each operating condition, providing a cor
responding temperature rise of the coolant that was less than 
0.1 °C. Hence, mixing between the impinging jet and the return 
flow had a negligible effect on the jet temperature T0. The 
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Fig. 1 Schematic of annular jet impingement geometry and plan view 
of square heater with thermocouple placement (dimensions in mm) 

flow loop used to supply the test cell with water is described 
elsewhere (Besserman, 1989). Flow rates were varied from 0.26 
to 11.36 liter/min, providing Reynolds numbers in the range 
1000 £ Red £ 40,000. All properties were evaluated at the 
film temperature, (7^+ T0)/2, and maximum uncertainties in 
Nu and Red were estimated to be ±6.3 and ±2.8 percent, 
respectively. 

Results 
To assess effects of the confining annular wall and the noz

zle-to-heater separation distance, results are presented in terms 
of the dimensionless parameters Re<y and Nufleff. From hydro-
dynamic considerations, it is appropriate to base the Reynolds 
number on the exit velocity of the jet and a characteristic length 
corresponding to the nozzle diameter. The characteristic length 
for the Nusselt number should provide some measure of ther
mal boundary layer development on the heater, and since the 
width L does not account for different radial distances from 
the stagnation point to the edges of the heater, the effective 
diameter, DeK=(y[2L + L)/2, may be the more appropriate 
choice. Although the experiments of this study were restricted 
to water (Pr = 7), a Prandtl number exponent of 0.4 has been 
found to correlate data obtained over a range of Prandtl num
bers for unconfined jets impinging on a square heater (Womac, 
1989). 

Results are shown in Fig, 2, and for the smaller nozzle 
diameter (Fig. 2a), the effects of nozzle spacing (S/d) and the 
confining wall (5.0<Z>c/d<8.6) are small to negligible. This 
behavior suggests that the nozzle-to-heater spacing is less than 
the length of the potential core of the jet over the full range 
of S/d (Hrycak et al., 1970), thereby precluding decay of the 
centerline velocity due to mixing of the jet with its ambient. 
For d= 9.27 mm and Dc/d =2.4 (Fig. 2b), however, the jet is 
more closely constrained by the annular wall and the Nusselt 
number is more strongly influenced by S/d. The existence of 
a maximum at S/d~3 may be due to a strong influence of the 
confining wall on jet hydrodynamic development. Tighter con
finement brings the impinging jet and the counterflow into 
closer proximity, thereby enhancing turbulence production in 
the adjoining mixing zone and reducing the length of the po
tential core. For S/d =3, impingement may still occur within 
the potential core, thereby preserving the centerline velocity, 
while enhancing heat transfer due to increased turbulence in 
the mixing zone. For S/d =5, however, impingement may oc
cur beyond the potential core, and the attendant decay in the 
centerline velocity may reduce heat transfer by more than the 
increase associated with enhanced mixing. With decreasing d, 
however, shear interactions between the jet and the opposing 
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D Ẑ) 

0 % 

1000 

(a) Red 

Square Heater (12.70mm) 
d = 9.27mm, De = 22.23mm 

A S/d =1.0 
O S/d = 3.0 
D S/d = 5.0 

O A 
O A n 

O A 
O A 

O A D 

A D 
D 

I t I 

10000 

(b) Red 

Fig. 2 Effect of Reynolds number and separation distance on the av
erage Nusselt number for different nozzle and confinement diameters: 
(a) d = 4.42 mm and (b) d = 9.27 mm 

annular flow diminish, and for rf = 4.42 mm (Fig. 2a) there is 
no longer an effect of the confining wall. 

Another distinguishing feature of the data for d= 9.27 mm 
(Fig. lb) is that, in the range 2500 s Red S 4000, Nufl / 
Pr0,4 ceases to increase monotonically with increasing Red. In 
this Reynolds number range, the length of the jet's potential 
core is known to decrease sharply with increasing Rerf (Hrycak 
et al., 1970), thereby reducing the transverse extent of the 
potential core impinging on the heated surface. The effect is 
apparently manifested more strongly with increasing nozzle 
diameter and, according to the results of Fig. 2{b), with in
creasing S/d. 

While limited data preclude development of a correlation 
that accounts for the effect of the confining wall, it is of interest 
to determine the extent to which results of this study agree 
with a correlation previously developed for a circular, sub
merged jet impinging on a square heater without annular col
lection of the spent fluid (Womac, 1989). The correlation is 
based on an area-weighted superposition of component cor
relations for the impingement and wall jet regions of the flow, 
which, respectively, are of the form 

Nurf 

Pr° 
j=C,ReJi (1) 

-

_ 

Pr°" 
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d=4.42mm 
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Fig. 3 Correlation of heat transfer data for: (a) d = 4.42 mm (DJd = 
5.03, 8.62) and (6) d = 9.27 mm (DJd = 2.41) 

and 

NuL 

Pr' 
ro.T-^Re!'* (2) 

Equation (1) is based on a stagnation point correlation for 
which 7W!=0.5 (Ma and Bergles, 1988); while Eq. (2) applies 
for turbulent flow in the wall jet region (Gardon and Akfirat, 
1965), for which an appropriate value of the exponent is 
w2 = 0.8. The characteristic length L* is the average radial 
extent of the wall jet region on the heater surface, which may 
be expressed as 

L-\.9d + \.9d 

(3) 

where 1. 9c? is the approximate radial extent of the impingement 
region (Gardon and Cobonpue, 1961). Superimposition of Eqs. 
(1) and (2) results in the desired correlation: 

Nu 

Pr' .0.40 — <--lKerf %Ar+Cfc$(jj:){\-Ar) (4) 

where Ar is the ratio of the heater surface associated with the 
impingement zone, Ar = w(l .9d)2/L2. Values of C\ = 0.785 and 
C2 = 0.0257 have been recommended by Womac (1989), with 
the proviso that values of Ar= 1.0 and C2 = 0 be prescribed if 
Ar>\ o r / , * < 0 . 
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Data of this study are compared with Eq. (4) in Fig. 3. For 
the smaller nozzle and annular confinements corresponding to 
Dc/d= 5.03 and 8.62, the agreement is excellent, as differences 
between the correlation and the data are within 5 percent over 
the entire range of conditions. For the larger nozzle diameter 
and tighter confinement (Fig. 36), heat transfer is influenced 
by the confining wall and agreement between the data and the 
correlation is less satisfactory. Nevertheless, although the cor
relation does not account for the influence of S/d, it falls 
within the range of the data and for turbulent jets agrees with 
the data to within ±20 percent. Underprediction of the data 
for S/d =3 suggests that, for the larger nozzle diameter, con
finement enhances heat transfer relative to results for an un-
confined jet. 

Although meaningful comparisons with the round heater 
results of Besserman et al. (1991) are limited by differences in 
heater shapes and sizes, it is useful to note that similarities do 
exist with respect to the applicability of Eq. (4). If the radial 
extent of the wall jet region is expressed as L* =R— 1.9c? for 
the round heater, Eq. (4) successfully collapses the data for 
large confinement-to-nozzle diameter ratios (Dc/d), but is less 
satisfactory for smaller values of Dc/d. This trend is consistent 
with the results of Fig. 3, suggesting that, irrespective of the 
shape of the heater, the data may be correlated by separately 
accounting for conditions in the stagnation and wall-jet re
gions, if the influence of the confining wall is negligible. A 
more detailed comparison of round and square heater results 
is provided by Besserman (1989). 
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Surface Factors Influencing Burnout on Flat Heaters 

J. M. Ramilison,1'2?. Sadasivan,1 and J. H. Lienhard1 

Nomenclature 
A, B, C, D = constants in the correlation 

g <= acceleration due to gravity 
hfS = latent heat of vaporization 
m̂ax = the peak, or burnout, heat flux 

<7max z = the peak heat flux predicted by Zuber (Eq. 
(4)) 

r = rms surface roughness of a heater surface 
Z = the characteristic burnout heat flux that arises 

in the hydrodynamic theory; defined in Eq. 
(2) 

Pr = retreating contact angle 
Xrf = Helmholtz unstable wavelength 

Pf, pg = saturated liquid and vapor densities, respec
tively 

CT = surface tension between a liquid and its vapor 

Introduction 
Ever since Kutateladze (1951) and Zuber (1958) proposed 

hydrodynamic descriptions of the burnout heat flux, qmax, 
confusion has marked the scope of their agreed-upon equation. 
The problem stems from Kutateladze's original correlation. 
The sequence proceeds as follows: 

Kutateladze based the famous qmax correlation on data for 
cylinders, not flat plates. That expression was 

6<max = 0.131 Z (1) 

where Z is a characteristic heat flux, 

Z=p\nhh\ag (P/-PS)]
W4 (2) 

The size range of the cylinder data Kutateladze used was fairly 
wide, and the correlation showed fair scatter. 

Later, Zuber derived a peak heat flux prediction without 
reference to any geometrical conditions. He got 

0.12 Z < G-max<0.157Z (3) 

Zuber also showed that for certain assumptions about wave
lengths, Eq. (3) reduced to 

?max= (1T/24)Z (4) 
which is numerically the same as Kutateladze's correlation.3 

The mischief in all of this is that Zuber's sketches and other 
aspects of his derivation suggested that he was deriving an 
expression applicable to a flat heater. In fact, Zuber operated 
under the premise—later disproved by many investigators— 
that the geometry did not affect burnout. His comparison of 
his prediction with Kutateladze's correlation did not reflect a 
lack of care. It reflected the conviction that geometry did not 
matter. 

So for many years, workers in the field have viewed Zuber's 
equation as representing the flat-plate geometry. Finally, Lien-
hard and Dhir (1973) suggested a derivation of qmax that was 
specific to a flat, horizontal heater. They obtained 
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Data of this study are compared with Eq. (4) in Fig. 3. For 
the smaller nozzle and annular confinements corresponding to 
Dc/d= 5.03 and 8.62, the agreement is excellent, as differences 
between the correlation and the data are within 5 percent over 
the entire range of conditions. For the larger nozzle diameter 
and tighter confinement (Fig. 36), heat transfer is influenced 
by the confining wall and agreement between the data and the 
correlation is less satisfactory. Nevertheless, although the cor
relation does not account for the influence of S/d, it falls 
within the range of the data and for turbulent jets agrees with 
the data to within ±20 percent. Underprediction of the data 
for S/d =3 suggests that, for the larger nozzle diameter, con
finement enhances heat transfer relative to results for an un-
confined jet. 

Although meaningful comparisons with the round heater 
results of Besserman et al. (1991) are limited by differences in 
heater shapes and sizes, it is useful to note that similarities do 
exist with respect to the applicability of Eq. (4). If the radial 
extent of the wall jet region is expressed as L* =R— 1.9c? for 
the round heater, Eq. (4) successfully collapses the data for 
large confinement-to-nozzle diameter ratios (Dc/d), but is less 
satisfactory for smaller values of Dc/d. This trend is consistent 
with the results of Fig. 3, suggesting that, irrespective of the 
shape of the heater, the data may be correlated by separately 
accounting for conditions in the stagnation and wall-jet re
gions, if the influence of the confining wall is negligible. A 
more detailed comparison of round and square heater results 
is provided by Besserman (1989). 
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Nomenclature 
A, B, C, D = constants in the correlation 

g <= acceleration due to gravity 
hfS = latent heat of vaporization 
m̂ax = the peak, or burnout, heat flux 

<7max z = the peak heat flux predicted by Zuber (Eq. 
(4)) 

r = rms surface roughness of a heater surface 
Z = the characteristic burnout heat flux that arises 

in the hydrodynamic theory; defined in Eq. 
(2) 

Pr = retreating contact angle 
Xrf = Helmholtz unstable wavelength 

Pf, pg = saturated liquid and vapor densities, respec
tively 

CT = surface tension between a liquid and its vapor 

Introduction 
Ever since Kutateladze (1951) and Zuber (1958) proposed 

hydrodynamic descriptions of the burnout heat flux, qmax, 
confusion has marked the scope of their agreed-upon equation. 
The problem stems from Kutateladze's original correlation. 
The sequence proceeds as follows: 

Kutateladze based the famous qmax correlation on data for 
cylinders, not flat plates. That expression was 

6<max = 0.131 Z (1) 

where Z is a characteristic heat flux, 

Z=p\nhh\ag (P/-PS)]
W4 (2) 

The size range of the cylinder data Kutateladze used was fairly 
wide, and the correlation showed fair scatter. 

Later, Zuber derived a peak heat flux prediction without 
reference to any geometrical conditions. He got 

0.12 Z < G-max<0.157Z (3) 

Zuber also showed that for certain assumptions about wave
lengths, Eq. (3) reduced to 

?max= (1T/24)Z (4) 
which is numerically the same as Kutateladze's correlation.3 

The mischief in all of this is that Zuber's sketches and other 
aspects of his derivation suggested that he was deriving an 
expression applicable to a flat heater. In fact, Zuber operated 
under the premise—later disproved by many investigators— 
that the geometry did not affect burnout. His comparison of 
his prediction with Kutateladze's correlation did not reflect a 
lack of care. It reflected the conviction that geometry did not 
matter. 

So for many years, workers in the field have viewed Zuber's 
equation as representing the flat-plate geometry. Finally, Lien-
hard and Dhir (1973) suggested a derivation of qmax that was 
specific to a flat, horizontal heater. They obtained 
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qmm = 0.149 Z (5) 
This result compared favorably to all the available data—data 
provided by a number of observers for fairly similar surfaces. 

Lienhard et al. (1973) also noted that only one vapor jet can 
exist on a small heater. Thus the gross heat removal cannot 
change, and qmax must decrease with the inverse area of the 
heater when the heater is small. 

Recently, other premises behind the hydrodynamic theory 
have crumbled as well. Most importantly, we have found that 
qmax is not as weakly influenced by surface variables as we had 
once thought. Berenson's flat-plate figures showed a surface 
roughness dependence of ± 10 percent. But these were average 
values. His tables showed that the actual variation with both 
roughness and other aspects of the heater surface was ±20 
percent. 

Bui and Dhir (1984) have more recently shown much greater 
variations of qmsx in another geometry: a vertical flat heater. 
Ramilison (1985) provided qmax data for a horizontal flat heater 
that showed up to ± 15 percent variation over a fairly narrow 
range of heater surface conditions. 

Therefore, as we look more closely, surface conditions be
come more important than we once thought. The objective of 
this paper is to take into account, as best we are able, the 
influence of the condition of the heater surface in recreating 
a correlation of qmnx for horizontal heaters. 

An Inventory of Existing Data 
We have located five sources of usable flat horizontal heater 

<7max data. By usable, we mean the following things: 
• The geometry must be such that side currents do not have 

access to the boiling process. The heater must have vertical 
side walls surrounding it. Lienhard and Keeling (1970) showed 
that absence of sidewalls can strongly enhance, or reduce, 
qmax as a result of induced convective effects. 

• The heater should have a characteristic dimension greater 
than twice the Helmholtz wavelength, Xj, for the liquid used 
in the experiment. For heaters smaller than this value, we 
have already noted that qmax decreases with heater area. 

• The heater must be one for which either we know the receding 
contact angle, /3„ or we know enough about the heater to 
reconstruct it within reasonable bounds. The heater must 
also be one for which we know something about the surface 
finish—enough to make a reasonable estimate of what the 
rms roughness, r, was. 
Based on the above criteria, we used data from the following 

sources: Berenson (1960), Lienhard and Dhir (1973), Ramilison 
(1985), Rajab and Winterton (1990),4 and Reguillot (1990). 
Figure 1 shows the peak heat fluxes obtained from these sources. 
In each case, the peak heat flux has been normalized with 
respect to the corresponding value predicted by Zuber, Eq. 
(4). The peak heat flux clearly varies considerably from one 
case to another. This could be a reflection of the variation in 
surface characteristics from one experiment to another. 

A quantification of surface characteristics with regard to 
boiling requires an accurate knowledge of the liquid behavior 
on a given solid surface. One can talk about smooth (or rough) 
and wetted (or nonwetted) surfaces only in connection with a 
given liquid-solid combination. For a given method of surface 
preparation, the relative variations of rms roughness probably 
describe the boiling surface characteristics. Similarly, the con
tact angle is also a characteristic of the boiling surface com
bination. In this study, we estimated the surface 
characteristics—surface roughness and contact angle—for each 

4 Rajab and Winterton (1990) provide two values of qm„: one for water, 
and one for Freon-113. We have used only the Freon-113 data point for our 
present study. The value of D/\d was smaller than 2.0 for water, and hence was 
not used. 

case, and sought to correlate the normalized peak heat flux 
with these parameters. 

Estimating Surface Roughnesses 
Typically our sources did not report measured values of the 

heater surface roughness. However, they all provide descrip
tions of the mechanical processes used to prepare the surface. 
These processes ranged from mirror finishing, using Tufback 
A (Berenson, 1960) and alumina (Ramilison, 1985), to polish
ing with coarse #60 emery paper (Berenson, 1960). Engineering 
handbooks (Baumeister and Marks, 1966, for example) provide 
surface roughness ranges for common production processes. 
Using this information, we have estimated a roughness pa
rameter, r, for each surface. These values have been assigned 
in such a manner that they represent fairly accurately the trend 
in roughness from one surface to another. Our estimates of 
this parameter range from 2\i for a surface mirror polished 
with alumina, to about 12/x for a surface finished with #60 
emery paper. These are listed in Table 1. 

Estimating Contact Angles 
In the transition from nucleate boiling to the critical heat 

flux condition, the liquid front recedes from the heater surface. 
Therefore the receding contact angle, /3r, is the relevant pa
rameter that we must consider. With the exception of Rami
lison (1985), the sources of data do not report measurements 
of ft.. Rajab and Winterton (1990) measured contact angles in 
their experiments, but their measurement procedure could only 
have yielded an equilibrium value, rather than the receding 
angle. Surfaces typically used in boiling experiments are far 
from being an"ideal surface,'' and exhibit considerable contact 
angle hysteresis. Therefore, consideration of the advancing or 
equilibrium contact angle in a critical heat flux situation is 
incorrect. 

For cases where receding contact angle data were not directly 
available, we either measured the angles on close reproductions 
of surfaces originally employed in the experiments, or esti
mated them. We measured contact angles for water and meth
anol on copper surfaces, and for Freon-113 on stainless steel. 
Receding contact angles were measured using a conventional 
tilting plate method. The criteria used to estimate |8r for other 
cases include the following facts, based on our previous ex
perience in measuring ft.: 

1 For a given liquid-heater material combination, (a) a 
smoother surface finish decreases the contact angle, and (b) 
oxidizing the surface results in an almost perfectly wetting 
situation, /3r « 0. 

2 For a given liquid, a metal and its alloys exhibit the same 
contact angle. 

3 For organic liquids (low surface tension), teflon-coating 
the surface leads to a minor reduction in the contact angle. 

The values of the receding contact angle in this study range 
from 0 deg for n-pentane on oxidized copper to about 40 deg 
for water on copper. The complete set of 0r values is listed in 
Table 1. 

Discussion 
Using the estimated values of r and fin we attempted a 

correlation of the form 

<?max/<7max,Z = ^ 0 r - f r ) V ) ( C + W ' ) (6) 

where /3r is expressed in radians. We used the term (7r-/3r) in 
the correlation to ensure the physical requirement that the peak 
heat flux must tend to zero for the case of ft. = x, the perfectly 
nonwetting case. Correlation yielded the following equation: 

?max/^max,Z=0.0336(7r-/3 r)
3V)0 1 2 5 (7) 

The original correlation yielded an extremely small value for 
the constant D. Therefore we revised the values of A, B, and 
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Table 1 Previously published flat-plate burnout data 
Ramilison (1985) Tnax " m a x , Z 

q/qz 

1.19 

1.09 

0.92 

1.20 

1.12 

0.99 

1.25 

1.06 

0.92 

rms 

5 

12 

2 

5 

12 

2 

5 

12 

2 

Pr(deg) 

S 

15 

V 
8 

13 

10 

8 

15 

10 

surface characteristics 

Teflon-coated 

polished with #80 

mirror polish with 0.05u alumina 

Teflon-coated 

polished with #80 

mirror polish with 0.05u alumina 

Teflon-coated 

polished with #80 

mirror polish with 0.05u alumina 

l iquid/heater 

surface 

acetone/Teflon 

acetone/copper 

" 
Freon-113/ Teflon 

" 
" 

n-pentane/teflon 

n-pentane/copper 

" 

q/qz 

eq.7 

1.12 

1.10 

0.91 

1.12 

1.14 

0.96 

1.11 

1.10 

0.96 

Lienhard and Dhir (1973) 

q/qz 

1.18 

1.22 

1.14 

1.07 

1.21 

1.05 

1.07 

0.94 

1.02 

1.04 

1.01 

1.01 

1.00 

0.70 

0.72 

0.66 

0.67 

0.62 

0.59 

rms 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

Pr(deg) 

15 

15 

15 

15 

17 

17 

17 

17 

17 

17 

17 

17 

17 

40 

40 

40 

40 

40 

40 

surface characteristics 

polished with #220 

liquid/heater 

surface 

acetone/Copper 

benzene/Copper 

" 
" 

methanol/Copper 

" 
" 
" 
" 
" 

water/Copper 

" 
" 

" 

q/qz 

eq.7 

1.07 

1.07 

1.07 

1.07 

1.03 

1.03 

1.03 

1.03 

1.03 

1.03 

1.03 

1.03 

1.03 

0.65 

0.65 

0.65 

0.65 

0.65 

0.65 

Berenson (1960) 

q/qz 

1.10 

1.05 

1.18 

1.20 

1.20 

1.20 

1.23 

1.24 

1.33 

1.27 

1.29 

1.30 

1.32 

1.34 

1.38 

1.34 

0.98 

0.95 

1.06 

1.06 

1.07 

1.03 

1.24 

rm s 

4 

4 

9 

11 

11 

8 

11 

11 

11 

11 

11 

9 

9 

11 

11 

12 

4 

4 

11 

11 

11 

4 

11 

Pr(deg) 

8 

8 

10 

10 

10 

10 

10 

10 

0 

0 

0 

0 

0 

0 

0 

0 

10 

10 

15 

15 

15 

10 

15 

surface characteristics 

mirror-finished; Tufback 600A; cleaned 

mirror-finished; Tufback 600A; cleaned 

lapped - one direction; #280; cleaned 

Ditto; #120; cleaned 

lapped circular; #120; cleaned 

rubbed one direction; #320; cleaned 

lapped circular; #120; cleaned 

Ditto; #120; cleaned 

lapped one direction; #120; oxidized 

lapped circular; #120; oxidized 

lapped circular; #120; oxidized 

lapped one direction; #280; oxidized 

lapped one direction; #280; oxidized 

lapped one direction; #120; oxidized 

lapped one direction; #120; oxidized 

lapped one direction; #60; oxidized 

mirror finished; Tufback A; cleaned 

mirror finished; Tufback A; cleaned 

lapped circular; #160; cleaned 

lapped circular; #160; cleaned 

lapped circular; #160; cleaned 

mirror finished; Tufback A; cleaned 

lapped circular; #160; cleaned 

liquid/heater 

surface 

n-pentane-Copper 

n-

n 

jentane/Inconel 

jentane/Nickel 

q/qz 

eq.7 

1.08 

1.08 

1.16 

1.18 

1.18 

1.14 

1.18 

1.18 

1.41 

1.41 

1.41 

1.37 

1.37 

1.41 

1.41 

1.42 

1.04 

1.04 

1.08 

1.08 

1.08 

1.04 

1.08 

Other data 

q/qz 

1.14 

1.00 

rms 

8 

5 

Pr(deg) 

13 

15 

surface characteristics 

polished with #320 

(Rajah and Winterton, 1990) 

stainless steel foil (Reguillot, 1990) 

liquid/heater 

surface 

Freon-113/ 

aluminum 

Freon-113/ 

Stainless steel 

q/qz 

eq.7 

1.06 

0.98 

C after setting D equal to zero. Equation (7) correlates all the 
data used within ± 6 percent. Figure 2 shows the corrected 
normalized peak heat flux, qmB,x/qmax,z for the various cases. 
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Fig. 1 Variation of the peak heat flux for different liquids 
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Fig. 2 Peak heat flux corrected to account for surface effects (Eq. (7)) 

It is clear that the surface-to-surface variation in the peak heat 
flux seen in Fig. 1 is fairly well accounted for by the combined 
influence of the receding contact angle, and to a lesser extent 
the surface roughness. 

It is not surprising to see that the influence of /3r on the peak 
heat flux is greater than that of surface roughness. Close to 
burnout, the vapor escape pattern on the heater surface is in 
the form of thin vapor channels on the heater surface, formed 
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as the result of the coalescence of vapor bubbles generated at 
a few adjacent nucleation sites. The manner in which these 
vapor channels adhere to the heater surface is dictated by the 
liquid-solid contact angle. Surface roughness, on the other 
hand, is important mainly in the lower portion of the nucleate 
boiling curve, where individual nucleation sites are not shad
owed by neighboring sites, and little interaction occurs between 
these sites. However, after individual bubbles begin to coalesce, 
the influence of surface roughness should abate. 

Concluding Remarks 
No doubt, other observers might adjust some of our esti

mates of r and ft. up or down. In this sense, Eq. (7) must be 
regarded as a first rough cut at identifying the influence of 
these often neglected variables. It is unlikely that any such 
adjustment could change the overall form of Eq. (7) drastically. 
What Eq. (7) and Fig. 2 do show, fairly unequivocally, is that 
these surface characteristics cannot be neglected. 

It is our hope that future peak heat flux studies will turn to 
creating more accurate correlations of heater surface influ
ences, and to creating physical models to describe these influ
ences. 
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Subscripts 
b = at site b in Fig. 2 
c = condenser 
^ = saturation state 
v = vapor 

Introduction 
The unsteady periodic boiling phenomenon, pulse boiling, 

appearing in the evaporator of thermosyphons has been men
tioned and investigated by many researchers. The heat transfer 
coefficient in evaporators was predicted according to different 
considerations of flow patterns. For instance, Shiraishi et al. 
(1981) proposed a method based on a combination flow pat
tern: the nucleate boiling in a liquid pool and the evaporation 
from a falling condensate film. Liu et al. (1986) only considered 
a pure pulse boiling flow pattern, and Xin et al. (1987) focused 
on the flow pattern of the continuous boiling process without 
pulse phenomenon. Besides, the forming conditions of pulse 
boiling were also described differently. Xin et al. (1987) also 
reported that pulse boiling cannot occur in a carbon-steel/ 
water heat pipe; Ma et al. (1987), however, observed this phe
nomenon in a carbon-steel/water thermosyphon. Nearly all 
researchers mentioned that this phenomenon indeed exists in 
glass/water thermosyphons. Although the influential factors 
have been discussed qualitatively, the quantitative analysis has 
yet to be conducted. 

This study focuses on the pulse boiling frequency as a cri
terion for the determination of flow patterns, and attempts 
are made to predict the frequency both experimentally and 
theoretically. 

Experiment and Observation 
As test samples, several thermosyphons are made of glass 

pipes with diameters of 14, 20, and 30 mm and the same length 
of 1.25 m. One of the experimental elements consists of a 
carbon-steel evaporator and glass condenser, which are con
nected smoothly at the adiabatic section. The common feature 
of the setup is shown in Fig. \{a). The evaporator was elec
trically heated, while the condenser was cooled by a water 
jacket made of glass. The heat input and output were measured, 
and also checked with the data of the cooling side. Seven 
copper-constantan thermocouples were pasted on the outside 
surface for every test sample. In the middle part of the sample, 
the adiabatic section was formed by covering with a thick 
insulation material. The temperature taken from the adiabatic 
section is reasonably considered as the temperature inside the 
thermosyphon. 
' The temperature fluctuation against time of the adiabatic 
section is shown in Fig. 1(b). It can be seen that every fluc
tuation is an approximate wave shape with a certain frequency. 
This may be explained as follows: when pulse boiling occurs, 
an upward superheated vapor-liquid column sweeps over the 
adiabatic surface and raises its temperature to the wave peak. 
Subsequently, as the boiling phenomenon ends, the liquid pool 
calms down, and then the temperature falls to the wave valley. 
The amplitude of every wave is inversely proportional to its 
frequency. 
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as the result of the coalescence of vapor bubbles generated at 
a few adjacent nucleation sites. The manner in which these 
vapor channels adhere to the heater surface is dictated by the 
liquid-solid contact angle. Surface roughness, on the other 
hand, is important mainly in the lower portion of the nucleate 
boiling curve, where individual nucleation sites are not shad
owed by neighboring sites, and little interaction occurs between 
these sites. However, after individual bubbles begin to coalesce, 
the influence of surface roughness should abate. 

Concluding Remarks 
No doubt, other observers might adjust some of our esti

mates of r and ft. up or down. In this sense, Eq. (7) must be 
regarded as a first rough cut at identifying the influence of 
these often neglected variables. It is unlikely that any such 
adjustment could change the overall form of Eq. (7) drastically. 
What Eq. (7) and Fig. 2 do show, fairly unequivocally, is that 
these surface characteristics cannot be neglected. 

It is our hope that future peak heat flux studies will turn to 
creating more accurate correlations of heater surface influ
ences, and to creating physical models to describe these influ
ences. 
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Introduction 
The unsteady periodic boiling phenomenon, pulse boiling, 

appearing in the evaporator of thermosyphons has been men
tioned and investigated by many researchers. The heat transfer 
coefficient in evaporators was predicted according to different 
considerations of flow patterns. For instance, Shiraishi et al. 
(1981) proposed a method based on a combination flow pat
tern: the nucleate boiling in a liquid pool and the evaporation 
from a falling condensate film. Liu et al. (1986) only considered 
a pure pulse boiling flow pattern, and Xin et al. (1987) focused 
on the flow pattern of the continuous boiling process without 
pulse phenomenon. Besides, the forming conditions of pulse 
boiling were also described differently. Xin et al. (1987) also 
reported that pulse boiling cannot occur in a carbon-steel/ 
water heat pipe; Ma et al. (1987), however, observed this phe
nomenon in a carbon-steel/water thermosyphon. Nearly all 
researchers mentioned that this phenomenon indeed exists in 
glass/water thermosyphons. Although the influential factors 
have been discussed qualitatively, the quantitative analysis has 
yet to be conducted. 

This study focuses on the pulse boiling frequency as a cri
terion for the determination of flow patterns, and attempts 
are made to predict the frequency both experimentally and 
theoretically. 

Experiment and Observation 
As test samples, several thermosyphons are made of glass 

pipes with diameters of 14, 20, and 30 mm and the same length 
of 1.25 m. One of the experimental elements consists of a 
carbon-steel evaporator and glass condenser, which are con
nected smoothly at the adiabatic section. The common feature 
of the setup is shown in Fig. \{a). The evaporator was elec
trically heated, while the condenser was cooled by a water 
jacket made of glass. The heat input and output were measured, 
and also checked with the data of the cooling side. Seven 
copper-constantan thermocouples were pasted on the outside 
surface for every test sample. In the middle part of the sample, 
the adiabatic section was formed by covering with a thick 
insulation material. The temperature taken from the adiabatic 
section is reasonably considered as the temperature inside the 
thermosyphon. 
' The temperature fluctuation against time of the adiabatic 
section is shown in Fig. 1(b). It can be seen that every fluc
tuation is an approximate wave shape with a certain frequency. 
This may be explained as follows: when pulse boiling occurs, 
an upward superheated vapor-liquid column sweeps over the 
adiabatic surface and raises its temperature to the wave peak. 
Subsequently, as the boiling phenomenon ends, the liquid pool 
calms down, and then the temperature falls to the wave valley. 
The amplitude of every wave is inversely proportional to its 
frequency. 
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v < 0.2 min 

(a) (b) 

Fig. 1 Setup and some observations 

( c ) 

According to the observations, the flow patterns inside the 
evaporator are closely connected with the frequency of pulse 
boiling. As frequency increases gradually from zero to a certain 
value, the flow pattern shifts from one type to another. Hence, 
fixed values can be proposed to distinguish among flow pat
terns. When the frequency is less then 0.2/min, the flow pattern 
can be treated as natural convection in a liquid pool with 
evaporation from the condensate film, as shown in the lower 
part of Fig. 1(c). When the frequency exceeds 20/min, pulse 
boiling occurs so frequently that the flow pattern becomes 
semicontinuous froth boiling, as shown in the upper part of 
Fig. 1(c). When the frequency falls in the range between the 
abovementioned values it belongs to standard pulse boiling, 
as shown in the middle part of Fig. 1(c). 

Theoretical Analysis 
The assumptions are as follows: (1) at the beginning of a 

pulse boiling period, the liquid pool is heated from the satu
ration temperature and gradually superheated with a constant 
heat flux at the boundary surface; (2) before the first bubble 
creation, the liquid pool is motionless and the heating process 
is treated as a pure transient heat conduction problem. 

Similar to the analysis of Hsu (1962), when the liquid pool 
reaches the superheat required for a bubble formation, the 
first bubble or pulse boiling starts. As shown in Fig. 2, the 
dashed line represents the superheat required for bubble for
mation, while the solid lines denote the superheat of the liquid 
at different times. The tangent point A corresponds to the 
moment the first bubble is created. 

The governing equation of the liquid pool temperature and 
its boundary conditions are as follows: 

dT_ td2T \_dT 
dr \dr2 r dr 

( T > 0 , Q<r<R) 

T(r,0)=To A = q 
dr 

(1) 

Its solution is given as an infinite series (Carslaw and Jaeger, 
1959), namely, 

Ar=2Fo-J(l-,2)-2 
n = I 

T — — - e x p ( - / 4 F o ) 
UnJoKW 

(2) 

Fig. 2 Incipient boiling model 

where 

Af^AT/(qR/X) Fo = - p 7 = ^ 

Equation (2) can be replaced by the following two regressive 
equations with a deviation within ± 5 percent: 

^ = ( - 0 . 7 8 9 4 + 0.81017+ I6.I6I6F0) 

(0<Fo<7xlO~ 4 ) (3) 

A r = 1 . 5 / - 3 " F o u " ( 7 x l 0 _ 4 < F o < 0 . 2 1 ) (4) 

On the other hand, the superheat equation for bubble for
mation is derived as follows: 

R'TbTs, / 2(7 

n/g 

or 

Th-TS=TX 
1 

1-——In I 1+ — _ 
hf„ \ \-r. "fe 

- 1 

(5) 

(6) 

where 

r.-t^-RV-r) 
C\ 

(assume Cj = 1) 

B-
2a 

~'P,R 
In Fig. 2, the tangent point A can be predicted by equating 

the slopes of Eq. (3) and Eq. (6), and then the superheat at 
point A is solved: 

R'TS 

Tb-TS=TS\\- nfs 

xln 1+-
2B 

where 

V(2 + B)2-4(JB+l-C)-5 

2.47o-7> 

-T, (7) 

hfgPoR q 
It should be noted that the practical required superheat at 

point ,4 is much greater than that provided by analytical results. 
The reasonable explanation is that, as mentioned by Collier 
(1972), and Davis and Anderson (1966), the first bubble can 
be created at point A only at an idealized heating surface that 
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Fig. 3 Comparison of the measured and predicted frequencies 

possesses a sufficiently wide range of cavity sides. In fact, 
according to the measurement by Davis and Anderson (1966), 
on a practical heating surface the cavity sizes are generally 
much smaller than that at point A. Hence, the incipient boiling 
will not start until the superheat of the liquid pool further 
increases to a certain value corresponding to point B (see Fig. 
2). By equating Eqs. (4) and (6), the intersection point B can 
be determined and the resultant equation of frequency of pulse 
boiling may be obtained as follows: 

-1.76 

60g 
"R2 

T,\ 

\.51r'nRq 
1 

1 
R'T, 

h lfg 
In 1 + 

2a 

PJiQ-r) 
(8) 

In Eq. (8), the parameter r remains unknown at this point. 
We may assume that r is constant for a fixed surface-liquid 
combination and can be experimentally determined along with 
Eq. (8). 

Regressive Analysis 
It can be seen from Eq. (8) that the frequency of pulse boiling 

is influenced by many factors, i.e., v = f(R', a, a, X, h/g, Ts, 
Ps,q,R,r). The first five variables, R' ,o,a,\ and hlg represent 
the physical properties, while the variables 7^, Ps, and q are 
the operating parameters of the thermosyphon, and r as well 

as R reflects the influence of the surface-liquid combination. 
Since all important physical properties of the working fluid 
can be considered a function of reduced pressure (Ps/Pc), we 
attempt to use it as a comprehensive effective factor of all 
physical properties. After step-by-step regressive analysis of 
experimental data for every variable, the resultant correlation 
is finally obtained: 

,=Q(p s/pc)'-3V756<r0-24 (9) 

where Csf is a "surface-liquid combination factor, which can 
be determined experimentally. Several values of Cs/ are rec
ommended as follows: 

for glass/water system 0.00316 
for carbon-steel/water system 0.0310 
for carbon-steel/ethanol system 0.10-0.01 

The comparison between experimental data and Eq. (9) for 
the glass/water system is illustrated in Fig. 3. The deviation 
is within ±50 percent, which may be considered acceptable 
due to the complexity of this phenomenon. 

Conclusions 
The pulse boiling frequency has been proposed as a criterion 

to distinguish among the flow patterns appearing in thermo-
syphons. The analytical and regressive expressions of fre
quency are derived, in which several important parameters are 
correlated. Although the studies should be further improved, 
it is expected that the present results may be used to select and 
determine the proper heat transfer regime of thermosyphons, 
and may be helpful for the design and application of ther
mosyphon elements. 
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